
1. INTRODUCTION 

 

Industry 4.0 standards [1–3] have been adopted with the 
aim of enhancing extensive process automation, in ­
creasing industrial efficiency and reducing the need for 
strenuous manual labour. After the initial investment, 
Industry 4.0 will lead to lowering costs due to the 
decreasing human­related manufacturing problems and 
lower operating costs [4,5]. And all these advantages will 

lead the manufacturer towards increasing revenues. This 
is a massive change of paradigm in the industrial sector 
and in different technical fields, which requires change 
and adaptation to be applicable to the new concept of 
industry. The original idea of the Digital Twin (DT) [6] 
was to improve manufacturing processes, where the DT 
was defined as a digital replica of living (or non­living) 
entities that enable data to be seamlessly transmitted 
between the physical and virtual worlds. There are three 
main components included in the DT [7] – physical items 
in the real world, their virtual models, and data/view 
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robotics and wind turbines; to discuss trends in applications like electric vehicles; and to suggest new applications, such as telescopes. 
Special attention is paid to the possible application of Digital Twins in faults diagnostics and prognostics of electrical energy 
conversion systems. Successful implementation of Digital Twins in any electrical energy conversion system diagnostics and 
prognostics allows for low­cost maintenance, higher utilization of the individual devices and systems, as well as lower usage of 
material and human resources. A SWOT analysis was performed for Digital Twin applications in electrical energy conversion systems. 
The latter is a useful analysis technique that explores possibilities for new achievements or solutions to existing problems and makes 
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(telemetry) that connects the two worlds. However, some 
researchers (e.g. Tao at al. [8]) make a distinction between 
additional components such as telemetry framework 
integration (incl. data itself) and the service system as part 
of the DT. It is justified by the fact that without these 
additional components, the DT is mainly to be applied in 
the virtual world. 

The DT concept was informally introduced in 2002 by 
Michael Grieves [9] and since that time there have been 
two main definitions used for the DT [10]. The first 
definition presents a DT as a model intended to simulate, 
emulate, mirror, or “twin” the life of a physical entity 
which may be understood as an object, a process, a 
human, or a human­related feature. According to the 
second definition, the DT is described as part of a Cyber­
Physical System (CPS) that interacts with the virtual entity 
through a communication entity. 

From the simulation point of view, the DT represents 
the next wave in modelling, simulation, and optimization 
technology (see Fig. 1) [11,12]. The development of 
simulation technology can be very easy to trace to an 
example of an electrical machine design. The first 
computer­based numerical calculations and optimization 
methods were published at the beginning of the 1950s, 
only a few years later than the first computers were 
released [13]. For electrical machine design, the first code 
was published by Abetti in 1953 [14]. However, since that 
time only a few experts have been able to access the 
simulation and optimization methods, and this software 
has been applied only for very specific problems [11,15]. 
The first companies (e.g. ANSYS [16]) were founded in 
the 1960s and they have started to produce numerical 
solvers. These simulation tools were mainly written in 
Fortran programming language and expert knowledge was 
needed to use them. From the middle of the 1980s, with 
the increasing spread of workstations and personal 
computers, the simulation software has become a standard 
tool which is widely used in the industry to answer design 

and engineering related questions [11,15]. Nowadays, the 
simulation tools offer a more detailed, multi­domain, and 
multi­level simulation approach, which is the basis of 
model­based engineering and supports not only the 
product but also system­level simulations. Another trend 
is to apply the tools of multidisciplinary system analysis 
directly to the different components in order to extend the 
modelling and optimization capability to the full system 
[17,18]. 

Still, simulation is mostly used in the development 
phase of the product. Extending the role of the simulation 
tools to the following life cycle phases of the product and 
supporting the operation by simulation­driven assistance 
is the next big trend in simulation [11]. Nowadays, there 
are many commercial and open­source codes available on 
the market, which can perform these calculations. It 
should be highlighted that the main advantage of the 
commercial solvers is that they provide user­friendly 
interfaces which can support and accelerate the modelling 
work for the simulations (e.g. Abaqus, CST Studio, 
ANSYS, Simcenter CAE). Commercial solvers are mostly 
based on lower­order finite element method (FEM) 
without adaptive algorithms. However, some of them (e.g. 
MSC NASTRAN, COMSOL Multiphysics) ensure that 
higher­order elements are used, up to the fifth order, and 
take advantage of h­adaptivity [19–21]. 

The DT model does not necessarily mean a spatial or 
visual model [22,23]. The main emphasis should be 
placed on process flow and relations behind it, as well as 
on the data entity. However, the application of augmented 
reality (AR) and virtual reality (VR) tools for distance 
simulation via the DT adds a safety layer and extra 
features to work with hazardous environments and 
remote access. The deep interaction and integration of the 
physical entity and the virtual object are recognized as 
key technologies to enhance social productivity [24]. At 
the same time, such an extensive complex system – 
where the physical object interacts and is controlled by a 
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large number of distributed and networked computing 
elements – can be defined as the CPS [25]. However, the 
requirements for the performance test of an electrical 
machine or any other electrical energy conversion system 
may be quite expensive [26]. 

Meanwhile, the demand for a comparable virtual 
performance test may be optimized. The main condition 
is that the virtual system of the DT must behave exactly 
like the physical system [9]. The main drawback of CPS 
systems lies in the fact that they are usually time­critical 
[27], but real­time aspects are fundamental. 

Development of this virtual representation of a real 
electrical energy conversion system can be integrated into 
a modelling process and used to support different system 
planning and simulation operations within the whole 
system. Such simulation and optimization could be 
performed based on the data received from the physical 
assets [28]. For example, the completed simulation can 
allow for designers to perform changes in the system 
concept or to tune parameters without any harm to the 
efficiency of the physical system. Besides, the Virtual 
Reality Toolkit can be integrated into the developing 
process to safely educate, collaborate with others, inspect 
and plan tasks in the DT environment on a one­to­one scale. 
Schluse and Rossmann [29] claim that providing the DT 
and using simulation for development, characterization, 
verification, validation, and optimization should become as 
natural as the hardware or software development. 
Simulation technology as well as Virtual Testbeds can 
provide key technologies for the development of intelligent 
systems [12,29]. 

This paper summarizes various DT applications for 
electrical energy conversion systems in different domains 
and suggests new applications, such as telescopes. Section 2 
introduces possible DT applications for energy con version 
systems from the fields of industrial robotics and wind 
turbines, where the DT is successfully imple mented and 
has already been in use for a decade, through electric 
vehicles where the DT is claiming popularity. Special 
attention must be devoted to the implementation of the DT 
in self­driving technologies. In the future, the DT may 
scientifically improve the development of such a specific 
application as telescopes that combine unique design, 
control, disposition, and working in harsh environments. 
Virtual representation of the physical entity is very 
important in the DT concept. Therefore, Section 3 dis ­
cusses the usage of the DT for modelling and optimization 
analysis in energy conversion systems for maintenance, 
diagnostics, and control purposes. Section 4 proposes three 
different scenarios of the DT usage from the fields of 
manufacturing, autonomous vehicles, and space obser ­
vation technologies. Section 5 concludes this research and 
presents a SWOT analysis for DT appli cations in electrical 
energy conversion systems. 

2. TRENDY  AND  PROMISING  APPLICATIONS 

    OF  DIGITAL  TWINS 

 

2.1. Industrial  robotics 

 

Surveys conducted by Iskhakova et al. [30] among others 
have shown that robotics is one of the trendiest research 
areas. In this field, the problems of mechanical and 
electrical engineering, information technologies, and 
hardware circuits for obtaining environmental information 
(e.g. encoders, sensors, etc.) interact with the applied 
Artificial Intelligence (AI) methodology. Therefore, a 
control system design for complex dynamic objects 
contains significant uncertainty [30–33]. The main 
purpose of robotic systems is to make one’s life more 
comfortable, improve working conditions, exempt one 
from complex work processes, and increase productivity. 
In recent years, robotics is experiencing a new round of 
development, covering also more areas of human activity 
in agriculture, medicine, industry, the marine sector, as 
well as operating under special working conditions 
(radiation, work in space, abnormally high or low 
temperatures, high overloads, etc.). This requires solving 
new fundamental research problems related to increasing 
the intelligence and reliability, also the safety of the 
robots. With that background, robotic systems have been 
one of the first applications for the DT concept. 

The metric of “robot density” has been adopted by the 
International Federation of Robotics (IFR) to track the 
tipping point in modern manufacturing. For reference, in 
2018 there was a global average of 74 robotic units per 
10 000 workers, a rise from 66 units per 10 000 workers 
in 2015. Europe alone has an average of ca 106 robotic 
units, America has 91, and Asia 75 units per 10 000 
workers [34]. The highest robot density is registered in 
South­Korea with 710 robotic units per 10 000 workers. 
For example, the United States ranks 7th with 200 units, 
Germany holds the 3rd place with 322 robotic units for 
the same number of workers, China is in the 21st place, 
and Estonia ranks 38th with 11 robotic units per 10 000 
workers [34]. 

Industrial Robot (IR) is a widely used equipment in 
today’s manufacturing and it is quickly becoming an im ­
portant technology that helps enterprises to innovate while 
improving business performance [35]. Three different 
approaches (methods) of integration and programming are 
mainly used for the IR to automate the industry [36]:  
● Offline method. Commonly, every large manufacturer 

has its own software tool for programming in the IR. 
Every step can be simulated and performed, then 
downloaded to the robot controller. 

● Manual method. The usage of a flex pendant by the 
operator gives an intuitive and real­time feeling of 
what is happening with the system. 
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● Online method. The robot controller is connected to 
the external control unit as a camera or sensor 
equipment, which enables one to affect robot 
movement online, interrupting, or re­writing the task 
performed by the robot [37]. 
Virtual Testbeds (VT) are widely used in IR systems. In 

these systems, the complex technical solutions and 
interactions are implemented in a simulation before 
commissioning the real system. At the same time, the DT is 
presented as a virtual replacement of a real physical entity. 
Consisting of virtual representations and communication 
capabilities, the VT and the DT lead to a new kind of 
Experimental DT (as presented by Schluse and Rossmann 
in [29]), which is breaking new ground in the simulation­
based development and operation of complex technical 
systems. Moreover, Virtual Testbeds and DT simulations can 
enrich the above­mentioned traditional programming 
methods for IR programming by various combinations and 
hybrid modes, e.g. by allowing to re­program robots online 
by hand guidance or sending new command lines, while the 
initial robot path routine was made in offline mode by a 
brand­offered or generic software package [36]. 
 
2.2. Electric  vehicles,  including  self­driving  vehicles 

 

Electric Vehicle (EV) design is an interdisciplinary task. 
It is a mixture of mechanical, electrical and software 
engineering [38]. According to Statista [39], there were 
under 3.3 million battery EVs in use globally in 2018, 
and almost 1.5 million battery EVs were sold worldwide 
in 2018. At the beginning of 2020 in Estonia there were 
4442 vehicles with electric propulsion [40], which is 
only 0.66% of the total number of vehicles (more than 
676 thousand units). For example, the cumulated number 
of all new EV registrations in Germany [41] has reached 
200 thousand units and the corresponding figure in the 
Russian Federation in 2020, according to Autostat [42], 
was 6 thousand units. 

The EV is a complex system, which requires an 
accurate mathematical description for monitoring and 
validation [43]. Nowadays, much attention is paid to the 
different parts of EVs. The economic and technical 
efficiency are the most important factors to estimate the 
drive quality [44]. The mostly examined quantities are the 
cost of capitalization, the power density of the drive 
(resulting from the system size and weight), and the 
reliability of the drive [43,45,46]. Most of the actual EV 
testing techniques are mainly based on physical sensors 
and oriented to the more steady­state applications [47]. 
Research has covered but a few aspects of monitoring 
techniques, reporting only on dynamic operating regimes 
[48,49]. Various test benches [50,51] and prototypes 
[52,53] are used to validate the concept before its 
industrial/practical application. Detecting and monitoring 

the critical spots or hotspots in the electric propulsion 
drive system are the key factors enabling the whole EV 
system to perform effectively and safely. Development 
and implementation of the concept of the DT and virtual 
sensors [54] will help to provide a brand new approach 
for measurement and estimation of the steady­state and 
the transient state of the EV electric propulsion drive 
system [48]. Such a DT for the EV propulsion system will 
be able to recommend approaches to the drive regulator 
tuning, control looping, sensor allocation, and feedback 
arrangements [44]. 

The rapid development of various object detection 
sensors (e.g. LiDARS, radars, cameras, etc.), together 
with wireless communications, has made significant 
advances in driver assistance systems and autonomous 
vehicle (AV) development. The concepts defining the DT 
should strongly consider vehicle autonomy. Some of the 
fundamental demands imposed on the AV include obeying 
the traffic rules, the possibility to travel long distances 
without traffic accidents, avoiding traffic congestions, and 
the ability to perform without human interaction [55]. 
There are 16 trillion automobile kilometers driven each 
year worldwide [56] under various environmental and 
traffic conditions that generate millions of unique 
situations in which AVs could fail. The highly intelligent 
systems of an AV should take into account a broader range 
of information about the current road situation and regard 
the car itself as a human driver. To enable the AV to handle 
adverse driving conditions such as rain, snow, and dirt on 
the road, etc., the control algorithm must be able to 
recognize roads within a tolerable margin of error with the 
help of measuring instruments [55,57]. 

Kalra and Paddock [58] have presented a statistical 
analysis of the mileage that an AV must travel in order to 
produce precise estimates of the AV crash rate based on 
obser vational data. To demonstrate that the fatality rate 
of the fully autonomous vehicles is 1.09 fatalities per 
100 million miles (with the reliability of 99.9999989% 
within the probability of 95% confidence level), the 
vehicles would have to be driven 275 million failure­free 
miles (ca 440 million km). With a fleet of 100 AVs being 
test­driven for 24 hours a day and 365 days a year at an 
average speed of 25 mph (40 km/h), this would take about 
12.5 years [58,59]. With the speed limit of 20 km/h for 
ISEAUTO [60], that will make 25 years. Glaessgen and 
Stargel [61] discuss the possible application of the DT for 
EV certifications. The DT paradigm is presented as a long­
term vision, comprising the ability to fully understand 
degradation and irregular events in the EV with regard to 
current practices for certification, fleet management, and 
sustainment. Shubenkova et al. [62] have presented and 
analysed a possible application of the DT in tracking the 
data of failures during the logistic process and the indi ­
cation of failures of separate vehicles by the example of 
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the KAMAZ truck. The predicted number of failures 
obtained from the developed DT in comparison to real 
shortcomings was in the range of 10%, which is a com ­
pelling improvement. The ambition of Brunner et al. [63] 
is the development of an adaptable, modular simulation 
framework to analyse complex issues of autonomous 
driving with a view to improving safety performance in 
complex urban traffic scenarios. Such a simulation 
framework will take unanticipated safety impacts of 
mixed traffic into account. These are difficult or some ­
times unreasonable to evaluate and address, and to deter­ 
mine possible solutions (e.g. advanced prediction indi ­
cators and algorithms) for road users. 

 
2.3. Wind  turbines 

 

The world market for wind turbines (WTs) is still 
growing. In 2019 new wind power turbines with the 
summary power of 15.4 GW [64] were installed in 
Europe. This is 27% more than in 2018 but 10% less than 
in the record year 2017 [65]. For example, in February 
2020, of the total 45.13 TWh generated by Germany’s 
power sector, 20.80 TWh (46%) was generated from 
wind energy sources [66]. In the same period in Estonia, 
106.59 GWh was generated from wind energy, which is 
31.6% of the total generated energy of 336.70 GWh [67]. 
The European Commission states that Europe needs up 
to 450 GW of offshore wind by 2050 in combination with 
onshore wind systems. It could be one of the main sources 
of power generation systems. 450 GW would meet 30% 
of Europe’s electricity demand in 2050. This will require 
an increase in the number of WT staff and, consequently, 
there will be an increase in the cost of electricity. This 
issue could be addressed by using the DT to analyse the 
operation of a wind farm in normal mode and in fault 
detection mode. 

The DT concept of the WT promotes condition­based 
monitoring over the scheduled maintenance routine of any 
single WT, leading to more effective use of resources. 
Such a concept will, in turn, reduce the use of energy, 
human and material resources. The maintenance of 
offshore wind farms is a huge resource­consuming 
operation. Appropriate maintenance also reduces the stress 
on the materials and, thus, increases the lifetime of 
electrical energy conversion systems, resulting in better 
usage of the resources needed for manufacturing them 
[68] (such as iron, aluminium, copper, and rare earth ores, 
among others). WTs and farms generate an enormous 
amount of operational data and data analysis. It is needed 
not only for a PC hardware base but also for a special 
software solution – the CAD system. The following soft ­
ware is used for WTs: SCADA [69], ANSYS [16,70–72], 
Wind PowerUp [73], Seebo’s application [74], PTC [75], 
and many other private solutions. 

The DT concept applied to the WT area could 
undertake the following tasks: 
● Find the best solution in the design system and prove 

it in a testing procedure; 
● Find the best solution in the position of the WT, which 

takes into account wind speed, waves, temperature, 
etc.; 

● Create a correct device imitation model including a 
mathematical model for the WT with blades, which is 
based on the data from the real object; 

● Develop reliability models collecting data from 
sensors; 

● Accumulate WT service data for models dealing with 
fault detection in electronics and subsystems of 
mechanics; 

● Develop risk assessment models; 
● DT for small­scale wind turbines (e.g. [76] or based 

on Magnus effect [77]) could help to develop a 
predictive model for electricity cost in distributed 
energy systems. 
Specific models have been built for the five­dimension 

DT according to the DT modelling methods explored by 
Imaie et al. [78], where the WT is taken as an example of 
sophisticated equipment [79]. The physical entity of the 
above discussed WT consists of separate subsystems and 
sensors. The energy conversion subsystems are rep ­
resented by different parts of the WT, such as blades, 
electrical machine (generator), gear, and yaw system [69]. 
The components of the DT model for a wind turbine are 
shown in Fig. 2. Mounted sensors are used to track the 
electrical machine’s temperature, mechanical vibrations, 
and power output. The digital entity of the WT consists of 
a geometry model, physics model, behaviour model, and 
rule model. 

Successful implementation of the DT concept for the 
WT is shown by Pargmann et al. [80]. The DT is based on a 
combination of big data with an analysis algorithm to 
optimize technical decisions. DT topology consists of sensors 
that are included in power converters and the Raspberry Pi, 
which collects data from sensors and sends it through the 
MQTT­protocol to the cloud by the IoT­interface. Based on 
this technology, the DT includes several wind farms in 
different countries working in parallel. The applied cloud­
based technology has a 40 ms delay time in an environment 
of 2000 sensors. 

The DT topology of the WT generator is discussed by 
Ebrahimi [71]. This DT generator model is based on a 
multidomain physical model with probability functions 
that include harmonic analysis of the currents, voltages, 
and magnetic fluxes. The Neural Network (NN) approach 
was used to find the best DT generator prototype in the 
context of epistemic and probabilistic uncertainties such 
as electromagnetic, vibration, and thermal processes. 
Similar work on a DT generator model but based on a 
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finite element analysis of the linear winding process is 
presented by Weigelt et al. [72]. The research introduces 
a winding model that consists of material and geometry, 
as well as the course of the caster angle and its variations 
due to filament winding. 

NN algorithms are also used for improving short­term 
wind power prediction, as shown in [81]. The 24­hour 
prediction accuracy of wind power was improved con ­
siderably, using mutual information and providing an 
irrelevancy filter for reducing the input dimension by 
eliminating irrelevant candidates and using more 
effectively an imperialist competitive evolutionary 
algorithm for NN training. Together with real­time digital 
simulators [82], the DT approach may be successfully 
implemented for WTs that are used in microgrids.  
 
2.4. Telescopes 

 

Such an electrical energy conversion system as the 
telescope is a very specific application that combines 

unique design, precise control, specific disposition, and 
often harsh working environment. Telescope axes have a 
multi­mass construction, and the compound parts have a 
large difference in mass (from several tens of kilograms 
to several tens of thousands of kilograms) with non­rigid 
connections between the parts [83]. The creation of a DT 
for a telescope might be another rewarding task for 
researchers working in that field. The traditional flowchart 
for developing the telescope model is presented in Fig. 3. 

There are only a few models for the modal analysis of 
telescopes available nowadays [84–88], but these provide 
some inspiration for the creation of virtual models. The 
practical development of the DT for the telescope is 
interesting due to the development of a remote­control 
system, as such quantum­optical com plexes are placed in 
remote uninhabited areas (usually in high mountains). 
Another application benefitting the telescope by using the 
DT is the prediction of the non­linear behaviour of the 
telescope related to action disturbances on the system, 
such as wind [89] and internal forces (e.g. cable pulling, 
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dry friction torque, etc. [83,90,91]). Such a DT could be 
useful if the telescope is required to be used in intermittent 
duty cycles. The application of the DT approach may help 
researcher teams to work virtually and remotely, away 
from the real objects. The first concepts are currently in 
the initial phase of discussion [92]. 

 
 

3. METHODS 

 

3.1. Numerical  modelling  and  optimization 

 

Numerical modelling and design optimization of systems 
and devices are essential parts of the DT concept, as this 
concept refers to a comprehensive physical and functional 
description, as well as to the database of the product. It 
contains all of the experimental and design calculation 
data which could be useful for supporting the autonomous 
manufacturing systems at any time during the life­cycle 
of the product, making it possible to respond to the 
unexpected events in a very short time [11,12,78,93,94]. 

In the future, the DT as a complex virtual product can 
reflect the whole life­cycle process of the corresponding 
physical product. These pieces of information from the 
product design and its lifelong performance can assist in 
making more economical and environmentally friendly 
designs in the future. The idea of the life­cycle cost 
assessment of the products is not new. At the beginning 
of the 20th century different power transformer designs 
were made for coal and water power plants to take 
different utilization factors of the different power plants 
into consideration [95]. The first general concept of the 
life­cycle analysis was published by Dean in 1950 [96], 
and still today there are many different approaches 
published in the literature [13,78]. 

Although taking these factors into account at the 
beginning of the product design phase, it is not sufficient 
to use proper simulation tools but these tools should work 

together with different optimization solvers. Finding an 
appropriate solver for the optimization task is not 
straightforward due to the “no free lunch” theorem of 
mathematical optimization [97], which in a very broad 
sense states that when the performance of algorithms 
averages over all possible problems, no algorithm 
performs better than all the others. This means that for a 
specific problem one has to find the most appropriate 
optimization solver. In the case of real­world industrial 
problems the goal is not to find the cheapest solution or 
the global optimum of the task, but the new trend with 
regard to optimization solvers is to find a robust optimum 
solver for the task [20,98], which is intolerant of the 
manufacturing tolerances, as shown in Fig. 4. The red dot 
(g) denotes the global optimum if the target is to minimize 
the value of f(x). However, a more robust solution is given 
by r (denoted by the green dot), in which the sensitivity 
(dr) is significantly smaller than the sensitivity (dg). 

Burnett [99] has presented a DT concept as a resource 
for design research. The project aims to visualize live data 
as it relates to the physical product in the wild, enabling 
contextual inquiry and supporting data exploration. 

Cerrone et al. [100] have successfully implemented as­
manufactured component geometry, its effectiveness, and 
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applicability to small­scale scenarios. The DT concept 
applied in their study has been verified in two steps. First, 
after the conventional modelling and manufacturing some 
product defects were detected (crack­path), and this was 
the reason to consider as­manufactured specimens. The 
second model was developed to test the computational 
model’s performance in determining the physical 
quantities. It is worth paying attention that the resulting 
variation in behaviour was not accidental, but the expected 
consequence of as­manufactured geometry and material 
model improvements. 
 

3.2. Energy  optimization 

 

It concerns the principle of electric energy conversion 
systems’ optimization based on more effective usage of  
various industrial machines while re­programming or re­
adjusting them. DT technology with an integrated control 
mech anism can be used to modify, optimize, and deploy 
programming codes of various applications in the simu ­
lation. Enabling synchronization between real and 
physical assets can be used to upload a new optimized 
code of the machine directly to its controller in a matter of 
seconds, not spending valuable time on the machine [101]. 
Thus, in this way a machine is being re­programmed while 
still proceeding with its daily duties and the stand­by time 
of the machine is being decreased, resulting in energy cost 
savings.  

Another part of energy consumption optimization 
allows for more energy­efficient applications of electrical 
energy conversion systems in a wide dynamic range of 
speed and power by combining the system approach with 
the optimization of semiconductor devices. Such a system 
optimization may place more stress on the separate 
components of the whole system in different operation 
modes, which can cause a higher failure rate of parts under 
stress [102], and more attention must be addressed to 
system diagnostics and maintenance. Zhang et al. [103] 
have introduced a methodology for constrained, robust 
parameter optimization, which means not only mini ­
mizing the energy consumption but also providing a set 
of constraints like product quality, productivity, delivery 
time, etc. The methodology also includes scheduling 
optimization which can virtually predict the time needed 
for completing tasks, as well as equipment upgrading 
through analysing the previous situations and historical 
energy consumption. 

A case study by Karanjkar et al. [104] presents the use 
of an IoT­driven DT for energy optimization in a printed 
circuit board (PCB) assembly line. Based on the insights 
gained from the data collected over several days, a 
buffering­based solution for improving the energy 
efficiency of the line is proposed. The evaluation of its 
impact was made by using simulations of the DT. The 

results show 2.7 times higher reduction in energy con ­
sumption. 
 
3.3. Maintenance  and  service 

 

Sivalingam et al. [69] describe and demonstrate a meth ­
odology involving the DT, which helps to predict 
damage accumulation in offshore WT power converters. 
It is shown how to find optimal maintenance decisions 
based on the DT technology platform, using data from 
virtual sensors [105]. The virtual sensors were created 
by employing aeroelastic models and the FEM. The 
minimum input data that were used are wind speed, 
environmental temperature, blade yaw angle, and 
electrical power in the system. The developed DT deals 
with the risk of failure of one of the modules. It can 
estimate the probable symptoms of equipment mal ­
functions and the remaining life. 

Cabling is an important part of any electrical energy 
conversion systems. The main goal of the research by 
Oñederra et al. [70] is to provide a DT for the cable 
system, which enables to calculate the cable ageing time 
through the cable current. The most significant result of 
the study is the obtained curves that indicate the cable 
replacement time. Such a developed model for the cable 
system of the WT could be extended to the DTs of the 
whole wind farm. 

Kandukuri et al. [106] suggest using the DT for fault 
detection in the WT, especially in electrical pitch drives. 
Three­phase motor current measurements are used to 
detect a fault and after that a support vector machine is 
employed. 
 
3.4. Diagnostics 

 

As to the reflectivity test, the idea that a company is 
maintaining a link with its product after it has left the 
factory is very much a twenty­first­century concept [9]. 
Different methods of fault detection are used today in the 
electrical conversion system and operation monitoring. 
The recent developments of the fault diagnosis and 
process monitoring methods [107,108] can be categorized 
as data­driven and model­based approaches. In the data­
driven method, the required data is extracted directly from 
the recorded (collected) data, utilizing appropriate input 
and output information. For example, methods based on 
time­frequency signal post­processing are used with cur ­
rent, vibration, and acoustic signals to detect the diverse 
symptoms of electrical machine failures. The described 
methods are generally used for the faults diagnostics of 
electromechanical energy conversion sys tems [109], 
which is a key component in EVs and in the IR. 

The model­based methods require in any case a 
physical and mathematical description of the system. 
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That technique can be applied only after the development 
of the system model based on physical relations. And 
only after the development of the physical relations based 
on the behaviour model, a model­based technique can be 
implemented. Literature analysis in this field [110–112] 
shows that the systematic use of mathematical processes 
and signal models, identification, and estimation methods 
provide a tool for fault detection and diagnosis. The VT 
presented in Subsection 2.1 may play a significant role 
in fault detection and diagnosis, therefore it is reasonable 
to direct attention to DT approaches. This is facilitated 
by the fact that closed systems or modern plug­and­play 
components focus on expanding functionality through the 
use of software solutions. Thus, the functionality of the 
software is becoming the main factor of choice since 
users expect modern controllers to perform all the 
necessary tasks without any additional configuration. 
This means that less money will be spent on individual 
components, and more money will be invested in soft ­
ware solutions. 

Electrical energy conversion systems are subject to 
different faults, the consequences of which depend 
significantly on the fault location [113,114]. In Fig. 5, the 
basic faults occurring in the electromechanical energy 
conversion system are listed and illustrated. 

Electrical machine faults certainly depend on the type 
of the electrical machine, although the faults can be 
divided into two categories: electrical and mechanical 
faults. The type of the electrical machine determines the 
possible types of faults, e.g. the squirrel cage faults [115–
117] are typical for induction motors and the danger of 
demagnetization [118] occurs in permanent magnet 
synchronous machines. 

The most frequent mechanical causes for electrical 
machine and transmission failures are bearings related 
failures and these can usually be detected by increased 
noise and vibration. According to Kudelina et al. [119], 
the reasons for bearing failures can include different 
environmental or manufacturing factors such as overload, 
wrong emplacement, material fatigue, bad lubrication, 

A. Rassõlkin et al.: DT_implementation 27

 

Fault Conditions in Electrical 
Energy Conversion Systems 

Transmission

Bearings Wear Gear Wear

Sensors

Mechanical 
Variables

Speed and 
Shaft 

Displacement 
Sensors

Electrical 
Variables

Current and 
Voltage 
Sensors

Electrical 
Machine

Mechanical 
Faults

Brush wear Shaft 
Misalignment

Unbalance Eccentric 
Rotor

Bearings Resonans

Electrical 
Faults

Rotor Faults

Broken Bars

Short Circuit 
Winding

Stator Faults

Insulation 
Deterioration

Power 
Electronics

Semiconductor 
Faults

Short Circuit

Disconnecting

Power Suply 
Faults

Control Logic 
Faults

Fig. 5. Possible fault conditions in electromechanical energy conversion systems. 

ce ply 



environmental pollution, bearing and/or shaft currents, 
etc. Nonetheless, unbalance, eccentricity, brushes, and 
shaft related faults may also cause serious damage to the 
system.  

With all the variety of failures in electromechanical 
energy conversion systems, power converter faults make 
up about 80% [120]. According to Yang et al. [121], the 
main faults in power converters are as follows: DC­link 
capacitor (30%), printed circuit boards (PCB) (26%), 
power semiconductor devices (21%), soldering defects 
(13%), etc. (e.g. sensors). All these faults result in the 
performance degradation of an electromechanical energy 
conversion system or possible unplanned stoppage of the 
system. The semiconductor device faults can be divided 
into three categories: short circuit faults, open switch 
(disconnecting) faults, and power supply related faults. 

The main principles of the DT shown in Subsection 2.2 
have an immediate and critical application to fault detection 
in the WT. Ruiming et al. [122] have proposed a method 
for detecting WT defects based on SCADA data, using 
correlation and cross­correlation analysis approaches. They 
have used the DT for the WT represented by complex 
multi­node networks based on sensor data, and special 
markers were proposed to alarm fault signals. Thus, such 
an approach allows for detecting faults in the early stage. 

Tao et al. [79] present faults in two categories – 
gradual and abrupt – and suggest a new approach for 
prognostics and health management driven by the DT 
based on prediction algorithms concerned with data about 
faults. The DT consists of the traditional physical­virtual 
model of the WT: design, production, additional data 
(dealing with environmental disturbances), and services. 

Smart health monitoring technology in the DT for 
floating offshore wind turbines is presented by Kim et al. 
[123]. This research addresses the detection of damage 
in blades and towers of WTs. Signals from sensors were 
used for operation modal analysis and were confirmed by 
the FEM analysis. The main benefit of that research is 
structural health monitoring, including wave modelling 
for offshore WTs. Tao et al. [124] have defined a concept 
for WT prognostics and health management, and sug ­
gest several algorithms based on the NN and the 
co­evolutionary approach to predict faults and use them 
in the DT. An identical strategy may be applied to any 
other electrical energy conversion system, as shown in 
Fig. 6. The main objectives in this research are the gear ­
box and the yaw system due to their frequent breakdown. 
The NN was created for the gearbox to detect the cause 
of faults (tooth wear/tooth fatigue/tooth breakage) by 
using input data from the real entity (frequency center, 
frequency variance, mean square frequency) and virtual 
gearboxes (maximum contact stress, maximum bending 
stress, number of gear meshing).  

3.5. Control  principles  of  electrical  energy   

       conversion  systems 

 

Combining machine learning with the DT concept will 
help in assessing the performance of the electrical energy 
conversion systems. Various interpretations of Kalman 
filters, transient models, decision trees, and different NN 
architectures are the most widely used tools. The main 
procedure for any NN design method includes two stages. 
The first stage concerns the training process, the part of 
the signal data received from the real physical entity or its 
reduced copy (test bench) combined with DT performance 
data and used to train the network. Moreover, some data 
is used to validate the training operation. The second stage 
consists in using the trained NN to analyse the 
performance of the electrical energy conversion system 
and to control the physical entity’s operation mode 
through the observed data. After some time, when the NN 
algorithm has already determined relations in the complex 
system and localizes them, it can predict the behaviour 
and give suggestions for the operation mode of the real 
electrical energy conversion system based on the online 
DT. A drawback of such a NN design method is the 
significant amount and high­quality requirements for the 
data used to train the NN. Another issue is the high 
resolution of the sensors used for parameterization and 
performance evaluation of the complex system. Such 
sensors require a full communication band to transfer data 
between the sensors and the virtual entity of the DT. 
Figure 7 shows the path of the conversion of data col ­
lected from sensors. 

The important part of the DT is algorithms that 
transform the obtained data to the virtual model. Taking 
into account the fact that data could be unstructured, 
Lermer et al. [125] suggest using not only the NN but also 
fuzzy logic for the DT development. Procedures and 
techniques described in that paper result in the imple ­
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mentation of the DT and show the opportunity to receive 
live predictions. 
 
 
4. IMPLEMENTATION  EXAMPLES 

 

4.1. DT  for  IR  in  Smart  Industry  environment 

 

The main goal of the performed research on the DT 
[78,126] has been to develop a framework for the 
connection between the physical and virtual equipment. 
Based on recent developments, an immersive simulation 
was designed and implemented by following the 
principles of Industry 4.0. A particular aim was to exploit 
the DT concept not only in simulation by the usage of real­
world data feed but to generate a DT creation 
methodology for dual­way synchronization. This type of 
connection enables in particular use cases to manage and 
control the Industrial Robot from the simulation in real 
time. A substantial part of the study analyses the 
developments and approaches in the field of the Smart 
Industry and combines research with various IR 
programming methods, the DT concepts, virtual reality 
technologies, the Robot Operation System (ROS), and the 
Industrial Internet of Things (IIoT). 

Moreover, during the investigation of safe and 
collaborative programming methods for the IR operator 
[127], it was discovered that there was a lack of 
methodologies for smart simulations in regard to dual­way 
simulation. A methodology architecture and framework 
for dual­way telemetry data synchronization of the DT 
would enable safe and effective ways for the adaptive 
industrial robot algorithms. The related architecture can 
monitor and optimize data feeds from various sensors, 
giving a robot the ability to adapt to the situation, avoiding 
collisions with objects and operators. Scenarios for use 
cases based on the presented synchronization architecture 
can enable safe teleoperation of the real industrial 

equipment from remote distances by the usage of 
developed virtual reality interfaces, which enables the 
person to rather think about the final aim than focus on 
the industrial process. An experiment conducted during 
the studies was performed in an immersive devel opment 
environment (Fig. 8) based on the example of flexible 
manufacturing systems and the robotics research 
laboratory. 

A base, an open­source solution for fully synchronized 
DT environments, was developed. It can be used as a base 
for similar environment re­creations and connections 
through a universal middle­layer. Besides, the developed 
environment supports multiplayer mode by providing 
possibilities for simulation and education [128,129] of the 
new operators without interfering with physical and 
dangerous equipment. 
 
4.2. ISEAUTO  project 

 

AVs are gaining popularity nowadays and special attention 
is paid to the systems that are able to improve the control 
and tuning possibilities of the EV, such as the driving 
suitability, mobility of the vehicle, cruising stability and 
ease, parking accuracy. ISEAUTO is a last­mile bus that 
operates on the campus of Tallinn University of 
Technology (Tallinn, Estonia) and in the city of Tallinn. 
ISEAUTO mainly operates in parking and pedestrian 
areas, which means that an obstacle should be detected at 
a very short distance. For that reason, the following sensors 
are used for observing the environment, as well as for 
mapping, localization and navigation process in the first 
prototype: LiDAR Velodyne VLP­16 (2 pieces); Ultrasonic 
sensors, front and back (8 pieces); Ultrasonic sensors, door 
side (6 pieces); Short distance radar; Cameras (8 pieces); 
RTK­GNSS; IMU sensor [52]. The body design of 
ISEAUTO and the location of sensors is shown in Fig. 9. 

ISEAUTO, as the reconfigurable platform developed 
for research and education, covers all the needs for 
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Fig. 8. DT for the Industrial Robot in a Smart Industry environment (a, b, c – real entities; d, e, f – virtual replicas). 

Fig. 9. Location of ISEAUTO’s last­mile bus sensors. 
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developing and testing the DT. Development of virtual 
entities for different components of an EV (incl. battery, 
traction motor, gearbox, transmission, etc.) and the related 
reduced models of these components (testbeds) will be the 
first goal. The developed entity will assist in the 
construction of the DT for the propulsion system of an AV. 
Such a DT for the AV will promote the implementation of 
the Industry 4.0 concept, secure EV/AV tests, improve AV 
application, and provide opportunities for new business 
models. “Digital twin for propulsion drive of an au ­
tonomous electric vehicle” is an ongoing project by the 
authors. The main goal of the project is to develop a DT­
concept­based prognosis and control platform for the 
performance estimation of the electric propulsion drive 
system. These requirements for achieving the main goal 
are divided into several subtasks and objectives [44]: 
● Development of several reduced models of these 

components (testbeds) that will be used to develop the 
DT for the propulsion system of ISEAUTO; 

● Development and implementation of the concept of 
Virtual Sensors (VS); 

● Development of an AI­based system that allows for 
the usage of the VS in controlling the electric 
propulsion drive system of ISEAUTO. 

 
4.3. Telescope  for  monitoring  space  debris 

 

A potential promising application of the DT in tel e ­
scopes may be related to space debris, which is an issue 
gaining popularity because of the development of 
world communication networks and space exploration 
[130,131]. The DT may be very useful in debris tracking 
and detecting satellites that have stopped functioning, and 
as a consequence, in calculating safe trajectories for 
already operating or new satellites. Researchers from the 
Faculty of Control Systems and Robotics at ITMO 

University have developed high­precision electric drives 
that rotate the telescope (Fig. 10). 

During more than a half­century of the satellite’s 
history, there have been almost 6 thousand space missions 
[132], and the majority of them related to the planet’s 
orbit. Based on Roscosmos statistics [133], there are 
currently more than 2000 pieces of debris bigger than 
10 cm spread around the Earth’s orbit. This fact indicates 
that the Earth’s orbit is full of worn sub­parts and unused 
satellites. Due to the debris in the space, like on the Earth’s 
surface, casual accidents happen, satellites collide. 

Telescopes are very similar to the IR, they require very 
precise control of the trajectory, which should com ­
municate and take the information from the central 
computer or special equipment into consideration [134– 
136]. The main problem in such quantum­optical systems 
of tracking is that they are installed in places with a large 
number of cloudless days per year, i.e. most often in the 
mountains, not easily accessible places for specialists. 
Thus, much of the specialist working time is spent on 
moving to these locations in addition to tuning the control 
systems and removing any faults. DT telescopes could 
help to predict any faults and fix them by remote control. 

 
 

5. CONCLUSIONS 

 

A SWOT analysis based on the cases discussed in this 
paper and performed for DT applications in electrical 
energy conversion systems is presented in Table 1. The 
main conclusions based on the SWOT analysis may be 
viewed as the most important ways the DT can contribute 
to electrical energy conversion systems. For that purpose, 
it is necessary that a service dataset is made available for 
further development and research. DT assets enable system 
designers to view the behaviour of the system in real time 
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Fig. 10. Space debris (a) and the telescope’s (b) electric drive developed at ITMO University for monitoring space debris. 



and apply practical knowledge gained from the real­world 
system. By the application of the DT, hybrid modelling and 
analysing methodology can be developed that will 
contribute to the computational modelling and simulation 
of complex problems that arise in numerous multidis ­
ciplinary applications, such as electrical energy con­ 
version systems. The DT provides a big potential for better 
observing of electrical energy conversion systems and 
driving better control decisions. However, there are 
essential risks, like usefulness and unnecessary complexity. 
For some applications, the DT may be a technology 
overkill. There are also concerns about the cost, security, 
privacy, and integration. 

The development of modern electrical energy 
conversion systems is a matter of different subdisciplines 
with constantly augmenting applications in various 
manufacturing processes. It seems that the DT will be a 
considerable feature and a regular part of all electrical 
energy conversion systems soon. It is a question of what 
parts or subsystems to incorporate in the DT. In this paper 
the IR, the WT, the EV, and the telescope are defined as 
electrical energy conversion systems that convert 
electrical energy into mechanical energy (or vice versa, e.g. 
the WT). Simulation­mathematical modelling methods are 
commonly used in the research society. However, the DT 
as a physical replica of electrical energy conversion 
systems presents a new approach not only in modelling 

but also in optimization, maintenance and diagnostics, 
control, and in many other services. 

For maximum performance, the DT needs to have a 
specific algorithm to be characterized in virtual assets. Big 
data from sensors need algorithms with self­learning ability, 
such as the NN and fuzzy logic to create a data analysis. 

The flow for the effective development of a digital 
replica of an electrical energy conversion system is similar 
in all design tools. In summary, the following is required 
for making a precise simulation: 
● precision (the level of details); 
● data acquisition and validation; 
● data model; 
● synchronization. 

The DT has precision requirements, setting the level 
of details for specific DT tasks to make it realistic and 
efficient for execution. Both – visualization and process 
flow precision – should be taken into consideration. The 
import and analysis of data received from the sensors of 
the monitoring system to enable correct data flow from 
the source equipment should be activated and used in the 
system. The Data Model and format merged with the data 
received from different sources and assets of the system 
is required, both for real­time and historical data. The data 
flow and type should be the same between the virtual and 
real worlds, the system should be connected via a 
telemetry middle layer platform. 
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Digitaalsete  kaksikute  kasutamine  elektrienergia  muundussüsteemides – valitud  
juhtumianalüüside  näitel 

 
Anton Rassõlkin, Tamás Orosz, Galina Lvovna Demidova, Vladimir Kuts, Viktor Rjabtšikov, 

Toomas Vaimann ja Ants Kallaste 

 
Digitaalsete kaksikute rakendamine elektrienergia muundussüsteemides on tööstuse jaoks oluline ja lahendamist vajav 
probleem. Digitaalsed kaksikud võimaldavad ennustada keeruliste süsteemide tuleviku töötulemust, käitumist ja 
hooldusvajadust. Tänapäevased digitaalsed kaksikud ei ole kontseptuaalselt kasutatavad ainult füüsilise objekti 
emuleerimiseks ja simuleerimiseks, võttes arvesse ka arendusajalugu, vaid sisaldavad ka mahukat infot ühendatud 
tootjatelt ning teenustelt. Artiklis on esitletud antud hetke teaduskirjanduse analüüsi digitaalsete kaksikute uuenduslike 
rakendusvõimaluste kohta elektriinseneerias. Artikli eesmärgiks on anda ülevaade digitaalsete kaksikute edukast 
rakendamisest elektrienergia muundussüsteemides, nagu tööstusrobootikas ja tuulegeneraatorites, samuti arutleda 
sarnaste trendide võimalikust arengust elektertranspordis. On välja pakutud uuenduslikke kasutusvõimalusi näiteks 
teleskoopide täppisjuhtimises. Erilist tähelepanu pälvib digitaalsete kaksikute rakendamine elektrienergia muundus ­
süsteemide rikkediagnostikas ja prognostikas. Digitaalsete kaksikute edukas rakendamine muundussüsteemide diag­ 
nostika ja seire valdkonnas võimaldab kuluefektiivset hooldust, eraldiseisvate seadmete ja süsteemide efektiivsemat 
kasutust ja väiksemat toormaterjalide ning inimtööjõu kasutusvajadust. Digitaalsete kaksikute kasutamise kohta 
elektrienergia muundussüsteemides on koostatud ka SWOT­analüüs, mille abil on võimalik hinnata uute tehnoloogiate 
kasutuselevõtu võimalusi ja valida parim tee arendustööde edasiseks jätkamiseks. 
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