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Abstract. The authors proceed their investigation of dual pairs(E,ES), whereE is a
sequence space,S is aK-space on which a sums is defined in the sense of Ruckle, andES

is the space of all corresponding factor sequences. Here, the particular case is considered that
the sums has the representations(z) = limγ

∑
k vγkzk (z ∈ S), whereΓ is a directed set of

indicesγ and(vγk)k is a finite sequence for eachγ ∈ Γ. On the basis of this representation the
S-sections of any sequencex = (xk) and both, their convergence(AK(S)) and boundedness
(AB(S)) in K-spacesE are studied. Further, inclusion theorems due to Bennett and Kalton
are proved in this more general situation. Following an idea of Schaefer to consider “section
convergence barrels”, the notion ofAK(S)-barrelledK-spaces is introduced which leads to
the result that a MackeyK-spaceE containing all finite sequences isAK(S)-barrelled if and
only if ES ⊂ E′. The paper covers some results concerning the Köthe–Toeplitz duals and
related section properties, for example, theβ(T )-dual and theSTK-property (considered by
Buntinas and Meyers).

Key words: topological sequence spaces, Köthe–Toeplitz duals, section convergence, sum
space, solid (normal) topology, inclusion theorems.

1. INTRODUCTION

In [1] the authors defined and investigated dual pairs(E,ES), whereE is
a sequence space,S is a K-space on which a sums is defined in the sense of
Ruckle [2], andES is the space of all corresponding factor sequences. Moreover,
in generalization of theSAK-property in the case of the dual pair(E,Eβ) and
matrix maps, theSK-property and the quasi-matrix maps were introduced and
studied. In that general situation well-known inclusion theorems due to Bennett
and Kalton [3] and Grosse-Erdmann [4] were proved. The authors justified these
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generalizations by several applications to different kinds of Köthe–Toeplitz duals
and related section properties, for example, theβ(T )-dual and theSTK-property
(cf. Buntinas [5]).

In this note we consider dual pairs(E,ES), where the sums has the
representation

s(z) = lim
γ

∑
k

vγkzk (z ∈ S)

andΓ is a directed set of indicesγ, (vγk)k is a finite sequence for eachγ ∈ Γ.
This representation enables us to define in Section 2 theS-sections of any sequence
x = (xk) and study inK-spacesE the propertiesAK(S) andAB(S). In Section 3
we complete an inclusion theorem which is proved in [1] and generalize a further
inclusion theorem due to Bennett and Kalton [3]. These results are applied to
certain dual pairs(E,ES), whereS is cT , bvT , andfs, respectively. In Section 4,
following Schaefer [6], we introduce theAK(S)-barrelledness ofK-spaces and
show that a MackeyK-spaceE containingϕ is AK(S)-barrelled if and only if
ES ⊂ E′, i.e., the functional, defined byx 7→ s((ukxk)), is continuous onE for
eachu ∈ ES . The last result is verified for the particular casesS = cs andS = `.

The terminology from the theory of locally convex spaces and summability is
standard; we refer to Wilansky [7,8] and Boos [9].

Let ω be the space of all complex (or real) sequences andϕ the subspace
of all finitely nonzero sequences. Obviously,ϕ = span {ek | k ∈ N}, where
ek := (0, . . . , 0, 1, 0 . . .) with 1 in thekth position, andϕ contains thesections
x[n] :=

∑n
k=1 xke

k (n ∈ N) of all sequencesx ∈ ω.
A sequence space is a subspace ofω. If a sequence spaceE carries a

locally convex topology such that the coordinate functionalsπn (n ∈ N) defined
by πn(x) := xn (x ∈ ω) are continuous, thenE is called aK-space. Note thatϕ is
σ(E′, E)-dense in the topological dualE′ for eachK-spaceE, where we identify
ϕ with span {πn | n ∈ N} . For anyK-spaceE containingϕ, the f -dual Ef is
defined by

Ef :=
{

uf := (f(ek)) f ∈ E′
}

.

A Fréchet (Banach)K-space is said to be anFK-(BK-)space. The following
BK-spaces will be important in the sequel:

m :=
{

x ∈ ω sup
k
|xk| < ∞

}
, c :=

{
x ∈ ω lim x := lim

k
xk exists

}
,

c0 :=
{

x ∈ c lim x = 0
}

, bv :=
{

x ∈ ω
∑
k

|xk − xk+1| < ∞
}

,

bs :=
{

x ∈ ω supn

∣∣∣∣ n∑
k=1

xk

∣∣∣∣ < ∞
}

, cs :=
{

x ∈ ω
∑
k

xk converges

}
,

` :=
{

x ∈ ω
∑
k

|xk| < ∞
}

.

Furthermore,ω is anFK-space under its product topology.
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For sequence spacesE andF we define

E·F :=
{

ux := (ukxk) u ∈ E, x ∈ F
}

, EF :=
{

u ∈ ω ∀x ∈ E : ux ∈ F
}

.

Theα-dualandβ-dualof E are defined asEα := E` andEβ := Ecs. If A = (ank)
is an infinite matrix such thatAx := (

∑
k ankxk)n exists andAx ∈ F for each

x ∈ E, then the linear map

A : E → F , x 7→ Ax (1.1)

is called amatrix map.
Let S be aK-space withϕ ⊂ S and lets ∈ S′ be a sum onS, that is,

s(z) =
∑

k

zk for each z ∈ ϕ

(cf. Ruckle [2]). If E is a sequence space containingϕ, then(E,ES) is a dual pair
under the bilinear functional

〈 , 〉 : E × ES → K : (x, u) 7→ 〈x, u〉 := s(ux).

Since ϕ ⊂ ES , (E, σ(E,ES)) is a K-space. E is called anSK-space if
E = ESK , where

ESK := {x ∈ E | ∀ f ∈ E′ : ufx ∈ S and f(x) = s(ufx)}.

For example,(E, τ(E,ES)) is anSK-space. If we put

S := cs and s(z) :=
∑

k

zk (z ∈ cs), (1.2)

thenESK is the subspace of all elements ofE which are the weak limits of their
sections.

Let A = (ank) be an infinite matrix. We puta(n) := (ank)k (n ∈ N) and

ωA :=
⋂{

{a(n)}S n ∈ N
}

.

For a sequence spaceF we define

FA :=
{

x ∈ ωA Ax :=
(
s
(
a(n)x

))
∈ F

}
.

If E is a sequence space withE ⊂ FA, then the linear map

A : E → F, x 7→ Ax

is called aquasi-matrix map.
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Proposition 1.1(cf. Proposition 4.2 in [1]). LetE andF beK-spaces. Each of the
following statements implies the continuity of any quasi-matrix mapA : E → F :

(a) S and F are separableFK-spaces, E is a Mackey space and
(E′, σ(E′, E)) is sequentially complete.

(b) S andF areFK-spaces andE is barrelled.

Remark 1.2. In Proposition 4.2 of [1] the statements in Proposition 1.1 are
proved in a more general situation whereS and F are assumed to beLϕ- and
Aϕ-spaces, respectively. Note that anyFK-space is anAϕ-space and each
separableFK-space is anLϕ-space. For the notion ofLϕ- and Aϕ-spaces we
refer to [10].

If S andE are (separable)FK-spaces, topologized, respectively, by families
Q andP of seminorms, thenEA is a (separable)FK-space with the family of
seminorms (cf. [1], Proposition 4.4 and Remark 4.5)

rk : EA → R , x 7→ rk(x) := |xk| (k ∈ N),
q ◦ diaga(n) : EA → R , x 7→ q(a(n)x) (q ∈ Q, n ∈ N),

p ◦ A : EA → R , x 7→ p(Ax) (p ∈ P).

Here,diaga(n) denotes the diagonal matrix with the diagonala(n).
Obviously,ϕ ⊂ cA holds if and only ifak := limn ank exists for eachk ∈ N.

Further,A is said to be anSp1-matrix if a := (ak) = e := (1, 1, . . .), and it is called
an Sp∗1-matrix if, in addition, each column ofA belongs tobv. For example, the
summation matrixΣ = (σnk), with σnk = 1 for k ≤ n andσnk = 0 otherwise, is
anSp∗1-matrix. Note that in the case of (1.2) a quasi-matrix mapA is the matrix map
A (cf. (1.1)) and we writeEA instead ofEA. It is well known that the convergence
domaincA of any matrixA is a separableFK-space.

2. PROPERTIES AK(S) AND AB(S)

A typical sums on aK-spaceS has often the representation

s(z) = lim
γ∈Γ

sγ(z) with sγ(z) :=
∑

k

vγkzk (z ∈ S), (2.1)

whereΓ is a directed index set andvγ := (vγk)k ∈ ϕ for eachγ ∈ Γ. (Note, since
s is a sum, we have1 = s(ek) = limγ vγk (k ∈ N).) In particular,s is of that type
if ∆ is any directed set andR is a further non-empty set, and ifs satisfies for all
z ∈ S the condition

s(z) := lim
δ∈∆

∑
k

vρ
δkzk uniformly in ρ ∈ R, (2.2)

where(vρ
δk)k ∈ ϕ for δ ∈ ∆ andρ ∈ R. (To see this, consider in (2.1) the set

Γ := ∆×R with the natural partial order defined by that of∆.)
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In the sequel we assume that the sums ∈ S′ is defined by(2.1)and, in addition,
that

S =

z ∈ ω the net

(∑
k

vγkzk

)
γ

is bounded and convergent

 . (2.3)

We observe that(S, ‖ ‖S) is aBK-space, where

‖z‖S := sup
γ∈Γ

|sγ(z)| (z ∈ S).

Let ωΓ denote the Hausdorff locally convex space of all scalar nets
(uγ)γ∈Γ equipped with the product topology. The vector subspacecΓ of all
bounded convergent nets is a Banach space with the supremum norm‖ ‖∞
defined by‖(uγ)‖∞ := supγ∈Γ |uγ | ((uγ) ∈ cΓ). Obviously,S = V −1(cΓ) and
‖ ‖S = ‖ ‖∞ ◦ V , whereV is the continuous linear map

V : ω −→ ωΓ , z 7−→ (sγ(z)).

By Theorem 5 of [11] S, together with the family of seminorms
{‖ ‖S} ∪ {rk | k ∈ N}, is anFK-space. Sincesupγ∈Γ |vγk| 6= 0 for eachk ∈ N,
we get that(S, ‖ ‖S) is even aBK-space.

We illustrate this situation with the following examples.

Example 2.1.If Γ := N, then the sum (2.1) has the form

s(z) = lim
n

∑
k

vnkzk (z ∈ S),

and from (2.3) we getS = cV . TherebyV = (vnk) is a row-finiteSp1-matrix (cf.
Case 1 in [1]).

Example 2.2.We consider another important example of this situation (cf. Case 2
in [1]). Let Γ := Φ, the collection of all finite subsets ofN directed by the set
inclusion, and letT = (tnk) be a row-finiteSp∗1-matrix. Put

S := bvT and s(z) := lim
F∈Φ

∑
i∈F

(tik − ti−1,k)zk (z ∈ bvT ). (2.4)

Then the sums has the representation (2.1) withvFk :=
∑

i∈F (tik − ti−1,k)
(F ∈ Φ , k ∈ N), and the condition (2.3) is satisfied. Note that

∑
k |(Tz)i −

(Tz)i−1| =
∑

i |
∑

k(tik − ti−1,k)zk| < ∞, which impliess(z) =
∑

i((Tz)i −
(Tz)i−1) = limi(Tz)i = limT z for eachz ∈ bvT .

In the particular case ofT = Σ we obviously have

S = ` and s(z) = lim
F∈Φ

∑
i∈F

zi =
∑

i

zi (z ∈ `). (2.5)
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Example 2.3.We use the notation (cf. [12])

Mu :=
{

y = (ynr)n,r∈N sup
n,r

|ynr| < ∞
}

and

F :=
{

y ∈Mu ∃ by ∈ K : lim
n

ynr = by uniformly in r ∈ N
}

.

Let V =
(
V (r)

)
be a sequence of row-finite matrices with the property

lim
n

v
(r)
nk = 1 uniformly in r ∈ N for each k ∈ N.

For anyz = (zk) ∈ ω we putVz :=
(∑

k v
(r)
nk zk

)
nr

and use the notation

S := FV :=
{

z ∈ ω Vz ∈ F
}

,

s(z) := F– limVz := lim
n

∑
k

v
(r)
nk zk uniformly in r ∈ N (z ∈ S). (2.6)

Then the sums is defined in the sense of (2.2) and the condition (2.3) is satisfied.
Let aK-spaceS be equipped with a sum (2.1). Then, for eachx = (xk) and

γ ∈ Γ, the sequence

Pγ(x) :=
∑

k

vγkxke
k (γ ∈ Γ)

is called theγth S-sectionof x. If E is aK-space containingϕ, we define

EAB(S) :=
{

x ∈ ω (Pγ(x))γ∈Γ is a bounded net inE
}

,

EAK(S) :=
{

x ∈ EAB(S) ∩ E lim
γ

Pγ(x) exists inE

}
.

E is said to be anAB(S)-space if E ⊂ EAB(S) and an AK(S)-space if
E = EAK(S). Obviously, limγ Pγ(x) = x in E for every x ∈ EAK(S). This
implies that

f(x) = lim
γ

∑
k

vγkxkf(ek) (x ∈ EAK(S))

for every f ∈ E′. From (2.3) we getEAK(S) · Ef ⊂ S and f(x) = s(ufx)
(x ∈ EAK(S), f ∈ E′). Consequently,(E, σ(E,E′))AK(S) = (E, σ(E,E′))SK =
(E, τE)SK and(E, σ(E,ES)) is anAK(S)-space. On account of (2.3) we have
ESK ⊂ EAB(S). Therefore

ϕ ⊂ EAK(S) ⊂ ESK ⊂ EAB(S).
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We remark thatEAB(S) = (Ef )S̃ , where

S̃ :=

{
z ∈ ω sup

γ

∣∣∣∣∣∑
k

vγkzk

∣∣∣∣∣ < ∞

}
.

The following proposition is a direct generalization of the corresponding result
in the “classical” case (1.2) (cf. [13], Corollary 1 of Proposition 5). Therefore we
omit the proof.

Proposition 2.4.For a barrelledK-spaceE containingϕ the following statements
are equivalent:

(a)E is anAK(S)-space.
(b) E is anSK-space.
(c) E is anAD- andAB(S)-space.

3. INCLUSION THEOREMS

From Theorems 5.1 and 5.2 of [1] we verify the following inclusion theorems
of Bennett–Kalton type.

Theorem 3.1 (cf. [1], Theorem 5.1). Let S be a separableFK-space with a
sums ∈ S′. For a sequence spaceE containingϕ the following statements are
equivalent:

(a) (ES , σ(ES , E)) is sequentially complete.
(b) Any quasi-matrix mapA : (E, τ(E,ES)) → F is continuous wheneverF

is a separableFK-space.
(c) The implicationE ⊂ F ⇒ E ⊂ FSK holds wheneverF is a separable

FK-space.

Theorem 3.2(cf. [1], Theorem 5.2).Let S be anFK-space with a sums ∈ S′.
For a sequence spaceE containingϕ the following statements are equivalent:

(a) (E, τ(E,ES)) is barrelled.
(b) Any quasi-matrix mapA : (E, τ(E,ES)) → F is continuous wheneverF

is anFK-space.
(c) The implicationE ⊂ F ⇒ E ⊂ FSK holds wheneverF is anFK-space.

Now we assume thatS and the sums are given by (2.1) and (2.3). This enables
us to complete Theorem 3.2.

Theorem 3.3.For any sequence spaceE containingϕ each of the statements(a),
(b), and(c) of Theorem3.2 is equivalent to

(d) The implicationE ⊂ F ⇒ E ⊂ FAK(S) holds wheneverF is an FK-
space.

Proof. Clearly, (d) ⇒ (c). Conversely, if (c) holds, then(E, τ(E,ES))
is barrelled. Thus, since(E, τ(E,ES)) is an SK-space, it has the

9



AK(S)-property by Proposition 2.4. ThereforeE ⊂ FAK(S) since the inclusion
mapi : (E, τ(E,ES)) → F is continuous. �

The next theorem extends a further inclusion theorem due to Bennett and
Kalton (cf. [3], Theorem 6, and also [14,15]).

Theorem 3.4.Suppose that aBK-spaceS and a sums ∈ S′ is defined by(2.1)and
(2.3), where the index setΓ contains a cofinal sequence(γn). Let S be separable.
For a sequence spaceE containingϕ the following statements are equivalent:

(a) (E, τ(E,ES)) is an AK(S)-space and(ES , σ(ES , E)) is sequentially
complete.

(b) The implicationE ⊂ F ⇒ E ⊂ FAK(S) holds wheneverF is a separable
FK-space.

(c) The implicationE ⊂ cA ⇒ E ⊂ (cA)AK(S) holds for every quasi-matrix
mapA.

Proof.
(a) ⇒ (b): By Theorem 3.1, the inclusion mapi : (E, τ(E,ES)) → F

is continuous for each separableFK-spaceF. Since (E, τ(E,ES)) has the
AK(S)-property, we getE ⊂ FAK(S).

(b)⇒ (c) is valid, sincecA is a separableFK-space.
(c) ⇒ (a): We first remark that (c) implies the sequential completeness of

(ES , σ(ES , E)) on account of Theorem 3.1. Assume that(E, τ(E,ES)) is not
anAK(S)-space. Then there exist anx ∈ E and an absolutely convexσ(ES , E)-
compact subsetK ⊂ ES such that

sup
a∈K

|s(a(x− Pγn(x)))| 6→ 0 (n →∞).

Therefore we may choose an index sequence(nν) and a sequence(a(ν)) in K such
that ∣∣s(a(ν)

(
x− Pγnν

(x)
))∣∣ ≥ ε > 0 (ν ∈ N). (3.1)

Since K is σ(ES , E)-compact, it isσ(ES , E)-sequentially compact (cf. [16],
Theorem 3.10). Thus we may assume without loss of generality that(a(ν)) is
σ(ES , E)-convergent. (Otherwise we switch over to a subsequence of(a(ν)).)
Now, if A denotes the matrix given byaik := a

(i)
k (i, k ∈ N), then the last

assumption gives usE ⊂ cA. From (c) we getE ⊂ (cA)AK(S) contradicting (3.1).
So(c) ⇒ (a). �

We now examine theAK(S)-property ofK-spaces for certainK-spacesS. For
that, throughout this section, letE be a sequence space containingϕ.

Example 3.5.Let S = cT ands(z) = limT z (z ∈ cT ), whereT = (tnk) is a row-
finite Sp1-matrix. TheS-sections introduced above are the Toeplitz sections. Then
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theAK(cT )-property is just theTK-property, that is theT -sectional convergence
in the sense of Buntinas [5] and Meyers [17]. Recall that

FTK :=

{
x ∈ F

∑
k

tnkxke
k −→ x in (F, τF )

}
,

where(F, τF ) is aK-space containingϕ. Furthermore, we have

EcT = Eβ(T ) :=

{
u ∈ ω ∀x ∈ E : lim

n

∑
k

tnkukxk exists

}
.

As a consequence of Theorem 3.3 we get:
(E, τ(E,Eβ(T ))) is barrelled if and only if the implicationE ⊂ F ⇒ E ⊂ FTK

holds for everyFK-spaceF.
From Theorem 3.4 we conclude:

(E, τ(E,Eβ(T ))) enjoys theTK-property and(Eβ(T ), σ(Eβ(T ), E)) is sequential-
ly complete if and only if the implicationE ⊂ F ⇒ E ⊂ FTK holds for each
separableFK-spaceF.

Example 3.6.In the situation of (2.4) we have

EbvT = Eα(T ) :=

{
u ∈ ω ∀x ∈ E :

∑
i

∣∣∣∣∣∑
k

(tik − ti−1,k)ukxk

∣∣∣∣∣ < ∞

}
.

Moreover, theAK(bvT )-property is just theUTK-property, which is, in turn, the
unconditionalT -sectional convergence (cf. Fleming [18], DeFranza and Fleming
[19]). It is easy to establish the Inclusion Theorems 3.3 and 3.4 in this context.
We consider here the important special case of (2.5). ThenE` = Eα and the
AK(`)-property is theUAK-property (cf. Sember [20], Sember and Raphael [21]).
Remember, for anyK-space(F, τF ) containingϕ, the notation

EUAK :=

{
x ∈ E

∑
k∈F

xke
k →
F

x(τE)

}
,

whereF is the collection of all finite subsets ofN directed by the set inclusion.

From Theorem 3.3 we derive:
(E, τ(E,Eα)) is barrelled if and only if the implicationE ⊂ F ⇒ E ⊂ FUAK

holds for everyFK-spaceF.
The following corollary is an immediate consequence of Theorem 3.4.

Corollary 3.7. The implicationE ⊂ F ⇒ E ⊂ FUAK holds for every separable
FK-space F if and only if (E, τ(E,Eα)) has the UAK-property and
(Eα, σ(Eα, E)) is sequentially complete.
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Example 3.8.LetA be the sequence of the matricesA(r) = (a(r)
nk )n,k with

a
(r)
nk :=

{
1
n if r ≤ k ≤ r + n− 1,

0 otherwise,
(n, k ∈ N).

We define

S := fs :=

{
z ∈ ω ∃ bz ∈ K : lim

n

∑
k

a
(r)
nk

k∑
i=1

zi = bz uniformly in r ∈ N

}

and putf–
∑

i zi = bz whenz ∈ fs. Note thatS = Σ−1f, wheref stands for the
BK-space of all almost convergent sequences. We have

ES = Efs =

{
u ∈ ω ∀x ∈ E : f–

∑
k

ukxk exists

}
,

and particularlybvfs = fs in the caseE = bv. Now, if we puts(z) := f–
∑

i zi

(z ∈ fs), thens has the representation (2.6) withV = (A(r)Σ).
If F is aK-space containingϕ, then

FAB(fs) =

x ∈ ω

(
1
n

r+n−1∑
k=r

k∑
i=1

xie
i

)
n,r

is bounded inF


=

{
x ∈ ω ∀ f ∈ F ′ : sup

n,r

∣∣∣∣∣ 1n
r+n−1∑

k=r

k∑
i=1

xif(ei)

∣∣∣∣∣ < ∞

}

=

{
x ∈ ω ∀ f ∈ F ′ : sup

k

∣∣∣∣∣
k∑

i=1

xif(ei)

∣∣∣∣∣ < ∞

}
= FAB.

We introduce the propertiesfSAK andfAK with respect toF as follows:

FfSAK := FfsK

=

{
x ∈ F ∀ f ∈ F ′ : ufx ∈ fs and f(x) = f −

∑
k

xkf(ek)

}
,

FfAK := FAK(fs)

=

{
x ∈ F

1
n

r+n−1∑
k=r

k∑
i=1

xie
(i) → x(τE) uniformly in r ∈ N

}
.

Note that thefAK-property, that is, the almost sectional convergence,
differs from the AK-property: If, for instance,E := cB with B := Σ−1,
then e = (1, 1, 1, . . .) belongs to(cB)fAK but not to (cB)AK = c0. For a
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matrix A = (ank) the corresponding quasi-matrix mapA is defined byAx =
(f–

∑
k ankxk)n. From Theorems 3.2 and 3.3 we conclude:

Theorem 3.9.For a sequence spaceE containingϕ the following statements are
equivalent:

(a) (E, τ(E,Efs)) is barrelled.
(b) Any quasi-matrix mapA : (E, τ(E,Efs)) → F, x 7→ (f–

∑
k ankxk)n is

continuous wheneverF is anFK-space.
(c) The implicationE ⊂ F ⇒ E ⊂ FfSAK holds wheneverF is anFK-space.
(d) The implicationE ⊂ F ⇒ E ⊂ FfAK holds wheneverF is anFK-space.

Remark 3.10.Theorems 3.2 and 3.3 and the corresponding assertions in Examples
3.5, 3.6, and 3.8 (including Theorem 3.9) remain true if we replace “FK-space”
by “Aϕ-space”. Analogously, in Theorems 3.1 and 3.4 and in the corresponding
statements in 3.5 and 3.6 we may replace “separableFK-space” by “Lϕ-space”.

4. AK(S)-BARRELLED SPACES

If E is a K-space, then we haveϕ ⊂ E′, that is, more precisely,
span{πn | n ∈ N} ⊂ E′. Moreover, if (E′, σ(E′, E)) is sequentially complete
(in particular, if E is barrelled), thenEβ ⊂ E′, that is, for eachu ∈ Eβ , the
linear functional, defined byx 7→

∑
k ukxk, is continuous onE. Obviously, the

sequential completeness of(E′, σ(E′, E)) is not a necessary condition for that
inclusion. The aim of this section is to give a topological characterization of the
inclusionES ⊂ E′, whereS is aBK-space equipped with a sums ∈ S′ given by
(2.1) and (2.3).In addition, we assume thatS is anAK(S)-space.

Let E be aK-space containingϕ. Let U be a barrel inE and letEU denote
the seminormed space(E, pU ), wherepU is the Minkowski functional with respect
to U.

Definition 4.1. A barrelU in a K-spaceE is called anAK(S)-barrelif EU is an
AK(S)-space.

Let U⊕ denote the polar ofU with respect to the dual pair(E,E∗), whereE∗

is the algebraic dual ofE. Then we haveE ′
U = span U⊕ for each barrelU in E.

Now, if U is anAK(S)-barrel, then

∀x ∈ EU ∀ f ∈ E ′
U : ufx ∈ S and f(x) = s(ufx).

Thus,U⊕ ⊂ ES and

limγ supu∈U⊕ |limρ∈Γ
∑

k vρkuk(x− Pγ(x))k| = limγ pU (x− Pγ(x)) = 0

for each x ∈ E.

Let nowu ∈ ES be fixed. We putB := {Pγ(u) | γ ∈ Γ} ⊂ ϕ andU := B◦,
where ◦ stands for the polar with respect to the dual pair(E,E′). Since
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S is an AK(S)-space,{s ◦ Pγ | γ ∈ Γ} is bounded in(S′, σ(S′, S)). Hence
supγ |〈x, Pγ(u)〉| = supγ |s ◦ Pγ(ux)| < ∞ for eachx ∈ E. ThenB is σ(E′, E)-
bounded; thusU is a barrel inE. Moreover,

pU (x− Pρ(x)) = sup
y∈B◦◦

|s(y(x− Pρ(x)))| = sup
γ
|s(Pγ(u)(x− Pρ(x)))|

= sup
γ

∣∣∣∣∣limη∈Γ

∑
k

vηkvγkuk[x− Pρ(x)]k

∣∣∣∣∣
= sup

γ

∣∣∣∣∣∑
k

vγk[ux− Pρ(ux)]k

∣∣∣∣∣
= ‖ux− Pρ(ux)‖S −→

ρ
0

for eachx ∈ E. Therefore,U is anAK(S)-barrel. We summarize our observations
in the following proposition.

Proposition 4.2. Let E be aK-space withϕ ⊂ E. Then for everyu ∈ ES , the
polar {Pγ(u) | γ ∈ Γ}◦ is anAK(S)-barrel in E.

Definition 4.3. A K-spaceE containingϕ is said to beAK(S)-barrelledif each
AK(S)-barrel in E is a τE-neighbourhood of0.

The following theorem answers the question stated above.

Theorem 4.4. For any K-spaceE with ϕ ⊂ E the following statements are
equivalent:

(a) ES ⊂ E′, i.e., the functional, defined byx 7→ s(ux), is continuous onE
for eachu ∈ ES .

(b) (E, τ(E,E′)) is AK(S)-barrelled.
(c) {Pγ(u) | γ ∈ Γ} is τ(E,E′)-equicontinuous for eachu ∈ ES .

Proof.
(a) ⇒ (b): Let ES ⊂ E′ and let U be an AK(S)-barrel in E. Then
U◦ ⊂ U⊕ ⊂ ES . We have to prove theσ(ES , E)-compactness ofU◦. Since in
K-spaces compactness and sequential compactness coincide (cf. [16], Theorem
3.10), it is sufficient to show thatU◦ is σ(ES , E)-sequentially compact inES .

To that end, let
(
a(n)

)
with a(n) =

(
a

(n)
k

)
k

be a sequence inU◦. It is σ(ES , E)-
bounded and therefore coordinatewise bounded. Thus, without loss of generality,
we may assume that(a(n)) converges coordinatewise to ana ∈ ω. We have
supn |s(a(n)x)| < ∞ (x ∈ E), thereforeE ⊂ mA, whereA is the quasi-matrix

map defined by the matrixA := (a(n)
k ). We show thatE ⊂ (mA)AK(S). Obviously,
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for everyx ∈ mA we have

x ∈ (mA)AK(S) ⇐⇒ (i) sup
n
|s(a(n)(x− Pγ(x)))| −→

γ
0,

(ii)
∥∥∥a(n)x− Pγ(a(n)x)

∥∥∥
S
−→

γ
0 (n ∈ N),

(iii) rk(x− Pγ(x)) −→
γ

0 (k ∈ N).

Thereby, condition (iii) is clearly satisfied, and (ii) holds by theAK(S)-property
of S. SinceU is anAK(S)-barrel, condition (i) is satisfied. Namely,

sup
n

∣∣s(a(n)(x− Pγ(x))
)∣∣ = sup

n

∣∣∣∣∣limρ∈Γ

∑
k

vρka
(n)
k [x− Pγ(x)]k

∣∣∣∣∣
≤ sup

v∈U⊕

∣∣∣∣∣limρ ∑
k

vρkvk[x− Pγ(x)]k

∣∣∣∣∣
= pU (x− Pγ(x)) −→

γ
0.

Altogether, E ⊂ (mA)AK(S) = (cA)AK(S) ⊂ (cA)SK . Then ax ∈ S and
limA x = s(ax) for eachx ∈ E. This impliesa ∈ ES anda(n) → a(σ(ES , E)).
HenceU◦ is σ(ES , E)-sequentially compact.

(b)⇒ (c): By Proposition 4.2,{Pγ(u) | γ ∈ Γ}◦ is an AK(S)-barrel for
eachu ∈ ES . On account of (b) it is aτ(E,E′)-neighbourhood of0; thus
{Pγ(u) | γ ∈ Γ} is τ(E,E′)-equicontinuous.

(c)⇒ (a): Let u ∈ ES , then{Pγ(u) | γ ∈ Γ} is τ(E,E′)-equicontinuous.
For eachε > 0 there exists aτ(E,E′)-neighbourhoodV of 0 in E with
|
∑

k vγkukxk| ≤ ε (x ∈ V, γ ∈ Γ). That yields|s(ux)| = |limγ
∑

k vγkukxk| ≤
ε (x ∈ V ), which proves that the linear functional, defined byx 7→ s(ux), is
continuous on(E, τ(E,E′)). �

It is an easy task to verify Theorem 4.4 for the particular spacesS = cT and
S = bvT discussed above. We consider here the two most important special cases
of (1.2) and (2.5).

If S = cs, AK(S)-barrels are said to beAK-barrels (cf. Schaefer [6]). A
barrelU in a K-spaceE is anAK-barrel if and only ifU⊕ ⊂ Eβ and the series∑

k ukxk converges uniformly inu ∈ U⊕ for eachx ∈ E. TheAK-barrels differ
from the other barrels by their “toleration” of the sectional convergence. IfB is a
neighbourhood basis of0 in E consisting of barrels, thenE is anAK-space if and
only if eachU ∈ B is anAK-barrel. This yields that the strongestAK-topology
on a sequence spaceE is defined by the neighbourhood basisB0 of 0, where
B0 :=

{
U ⊂ E | U is aσ(E,Eβ)-AK-barrel

}
(cf. [6]). So we can formulate

Theorem 4.4 in the special caseS = cs.
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Theorem 4.5. For any K-spaceE containingϕ the following statements are
equivalent:

(a)Eβ ⊂ E′.
(b) (E, τ(E,E′)) is AK-barrelled.
(c) {u[n] | n ∈ N} is τ(E,E′)-equicontinuous for eachu ∈ Eβ.

In the caseS = `, AK(S)-barrels are calledUAK-barrels. A barrelU in a
K-spaceE is a UAK-barrel if and only ifU⊕ ⊂ Eα and the series

∑
k ukxk

converges unconditionally and uniformly inu ∈ U⊕ for eachx ∈ E. Obviously,
E is aUAK-space if and only if there exists a neighbourhood basis of0 consisting
of UAK-barrels. The strongestUAK-topology on a sequence spaceE is defined
by the neighbourhood basis of0 consisting of allσ(E,Eα)-UAK-barrels. By that,
Theorem 4.4 has the following form:

Theorem 4.6. For any K-spaceE containingϕ the following statements are
equivalent:

(a)Eα ⊂ E′.
(b) (E, τ(E,E′)) is UAK-barrelled.
(c)
{∑

k∈F uke
k | F ∈ Φ

}
is τ(E,E′)-equicontinuous for eachu ∈ Eα.

(d) {u[n] | n ∈ N} is τ(E,E′)-equicontinuous for eachu ∈ Eα.
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Jadaruumide duaalsed paarid. II

Johann Boos ja Toivo Leiger

Autorid jätkavad varasemas töös [1] alustatud duaalsete paaride
(
E,ES

)
uurimist. E tähistab jadaruumi,S on sellineK-ruum, milles on defineeritud
Ruckle’i üldistatud summas, ja ES on vastavate faktorjadade ruum. Siinses
artiklis on vaadeldud kõige sagedamini esinevat erijuhtu, kus summa on esitatud
kujul s (z) = limγ

∑
k vγkzk (z ∈ S) , indeksiteγ hulk Γ on suunatud ja(vγk)k

on iga γ ∈ Γ puhul lõplik jada. Niisuguse esituse abil on defineeritud jadade
S-lõiked ning uuritud nende koonduvust(AK(S)) ja tõkestatust(AB(S)) min-
gis K-ruumis E. Selles kontekstis on tõestatud kõigepealt tuntud Bennetti–
Kaltoni sisalduvusteoreemid. Teiseks, lähtudes Schaeferi “lõikekoonduvustünni”
(section convergence barrel) mõistest, on defineeritudAK(S)-tünniruumid ja
tõestatud, et MackeyK-ruum E on AK(S)-tünniruum parajasti siis, kui kehtib
sisalduvusES ⊂ E′. Artikli põhitulemuste rakendamisel saadakse rida väiteid
Köthe–Toeplitzi kaasruumide ja lõigetega seotud omaduste kohta konkreetsetes
situatsioonides, näiteksβ (T )-kaasruumi jaSTK-omaduse seostest (need mõisted
on tuntud Buntinase ja Meyersi töödest).
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