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Abstract. The quadratic spline collocation method for Fredholm integral equations of the
second kind with weakly singular kernels is studied. The rate of uniform convergence of this
method on quasi-uniform grids is derived.
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1. INTRODUCTION

We consider the linear integral equation

y(t) =

b∫
a

g(t, s)κ(t− s)y(s)ds + f(t), t ∈ [a, b], (1)

where−∞ < a < b < ∞, the given functionsg : [a, b] × [a, b] → R,
κ : [a − b, b − a] \ {0} → R, andf : [a, b] → R are (at least) continuous,
and the functionκ may have at most a weak singularity at 0:|κ(τ)| ≤ const|τ |−α,
0 < α < 1 (see the assumption (2) below). Equations of this type arise in the
potential theory, polymer physics, atmospheric physics, and many other fields (see
[1−3]). The main difficulty with equations in the form (1) is that the solutiony is
generally not a smooth function even if the functionsg andf are smooth. Instead,
we find that the derivatives of the solutiony, starting from a certain order, are
unbounded at the pointst = a andt = b (see, for example, [3]). This complicates
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the construction of approximation methods with high accuracy for the numerical
solution of equations of the type (1) (see [3−10]).

To the authors’ knowledge very little has been written on the employing
of continuously differentiable quadratic splines as approximate solutions of the
integral equations with weakly singular kernels. In order to fill this gap we consider
in the present paper a wide class of weakly singular integral equations and establish
the conditions which guarantee the convergence of the numerical solutions obtained
by the collocation method with smooth quadratic splines on quasi-uniform grids.
Uniform convergence estimates are derived and numerical examples are given. The
main results of the paper are formulated in Theorems 2–4.

2. INTEGRAL EQUATION

In the following we denote byC[a, b] the Banach space of all continuous
functionsx : [a, b] → R with the norm||x||C[a,b] = maxa≤t≤b |x(t)|. By Cm(X)
the set of allm ≥ 1 times continuously differentiable functionsx : X → R will
be denoted. For the Banach spacesX andY we denote byL(X, Y ) the Banach
space of all linear bounded operatorsA : X → Y with the norm||A||L(X,Y ) =
sup{||Ax||Y : x ∈ X, ||x||X = 1}.

Let D = [a − b, b − a] \ {0}. We shall make about the given functionsg, κ,
andf appearing in Eq. (1) the following assumptions:

(i) g ∈ C3([a, b]× [a, b]), κ ∈ C2(D), and for everyτ ∈ D

|κ′′(τ)| ≤ c2|τ |−β (c2 = const; 0 < β < 3); (2)

(ii) f ∈ C3,β [a, b], where

C3,β [a, b] =
{

y ∈ C[a, b] ∩ C3(a, b) : sup
a<t<b

|y′′′(t)|
(t− a)−β + (b− t)−β

< ∞
}

.

It follows from the estimate (2) that

|κ(j)(τ)| ≤ cj(|τ |−β+2−j + 1) (τ ∈ D; cj = const, j = 0, 1; β 6= 1, β 6= 2);

if β = 1, then

|κ′(τ)| ≤ c1(| ln |τ ||+ 1) (τ ∈ D; c1 = const);
|κ(τ)| ≤ c0 (τ ∈ D; c0 = const);

if β = 2, then

|κ′(τ)| ≤ c1(|τ |−1 + 1) (τ ∈ D; c1 = const);
|κ(τ)| ≤ c0(| ln |τ ||+ 1) (τ ∈ D; c0 = const).
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Notice thatC3,β [a, b] is a Banach space with respect to the norm

||y||C3,β [a,b] = max
a≤t≤b

|y(t)|+ sup
a<t<b

|y′′′(t)|
(t− a)−β + (b− t)−β

, y ∈ C3,β [a, b].

In caseβ ∈ (0, 3) \ {1, 2} we obtain for anyy ∈ C3,β [a, b]:{
|y(j)(t)| ≤ dj

[
(t− a)−β+3−j + (b− t)−β+3−j

]
(t ∈ (a, b), j = 1, 2, 3);

|y(t)| ≤ d0 (t ∈ (a, b)).
(3)

If y ∈ C3,1[a, b], then fory, y′, andy′′′ the inequalities (3) hold and

|y′′(t)| ≤ d2 [| ln(t− a)|+ | ln(b− t)|+ 1] (t ∈ (a, b)); (4)

if y ∈ C3,2[a, b], then fory, y′′, andy′′′ the inequalities (3) hold and

|y′(t)| ≤ d1 [| ln(t− a)|+ | ln(b− t)|+ 1] (t ∈ (a, b)). (5)

The quantitiesdi, i = 0, ..., 3, appearing in the inequalities (3), (4), and (5) are
some positive constants.

The following result about the regularity properties of the solution of Eq. (1) is
sufficient for our purposes.

Theorem 1. ([3], p. 7) Let the assumptions(i) and (ii) hold. If y is an integrable
solution of Eq.(1), theny ∈ C3,β [a, b].

3. QUADRATIC SPLINE INTERPOLATION

Forn ∈ N let
a = t0 < t1 < ... < tn = b (6)

be a partition of the interval[a, b] such that

max
0≤i≤n−1

(ti+1 − ti)

min
0≤i≤n−1

(ti+1 − ti)
≤ r, (7)

wherer ∈ [1,∞) is a given real number not depending onn. The partition {(6),(7)}
is called the quasi-uniform grid (in caser = 1 we obtain the uniform grid).

Denote

∆n = {ti : i = 0, ..., n};

hi = ti+1 − ti, i = 0, ..., n− 1.
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We shall seek the approximation of a given functiony ∈ C[a, b] in the space of
piecewise quadratic polynomialsS2,1(∆n) defined as

S2,1(∆n)

=
{
z ∈ C1[a, b] : z|[ti,ti+1] ∈ π2, i = 0, ..., n− 1, ti ∈ ∆n, i = 0, ..., n

}
,

whereπ2 denotes the set of polynomials of the second order. The dimension of
this linear space is obviouslyn + 2, so we needn + 2 interpolation conditions
to determine uniquely the interpolating function in this space. In order to give
those conditions, we introduce the interpolation operatorPn : C[a, b] → C[a, b]
which assigns to every functiony ∈ C[a, b] a functionPny ∈ S2,1(∆n) ⊂ C[a, b]
satisfying

(Pny)(xi) = y(xi), i = 0, ..., n + 1, (8)

wherexi, i = 0, ..., n + 1, are the interpolation points determined by the formulas

x0 = a, xi = ti−1 + ηhi−1, i = 1, ..., n, xn+1 = b. (9)

Hereη ∈ (0, 1) is a given real number not depending onn.
First we show that the operatorPn is well defined, i.e. the function

Pny ∈ S2,1(∆n) satisfying the conditions (8) is uniquely determined for any
function y ∈ C[a, b]. Indeed, lety ∈ C[a, b] be given. On every interval
[ti, ti+1], i = 0, ..., n− 1, we can represent the functionPny in the form

(Pny)(t) = yi+1 +
[
(1− η)2hi

2
− (ti+1 − t)2

2hi

]
mi +

[
(t− ti)2

2hi
− η2hi

2

]
mi+1,

(10)
where yi+1 = y(xi+1), i = 0, ..., n − 1, are given andmi = (Pny)′(ti),
i = 0, ..., n, are unknown quantities to be determined. In order to ensure
the continuity of the functionPny on the interval[a, b], we must demand that
(Pny)(ti − 0) = (Pny)(ti + 0), i = 1, ..., n− 1, i.e.

yi+
(1− η)2hi−1

2
mi−1 +

(1− η2)hi−1

2
mi

= yi+1 +
[(1− η)2 − 1]hi

2
mi −

η2hi

2
mi+1, i = 1, ..., n− 1.

This leads to a system of equations with respect to the unknown parametersmi:

(1− η)2hi−1

2(hi−1 + hi)
mi−1+

(1− η2)hi−1 + [1− (1− η)2]hi

2(hi−1 + hi)
mi +

η2hi

2(hi−1 + hi)
mi+1

=
yi+1 − yi

hi−1 + hi
, i = 1, ..., n− 1. (11)
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(The continuity of the first derivative of the functionPny on the interval[a, b] comes
automatically from the representation (10)). Thus we haven − 1 equations to
determinen + 1 unknownsmi, i = 0, ..., n. The two additional equations we get
from the conditions(Pny)(x0) = y(x0) and(Pny)(xn+1) = y(xn+1):

1− (1− η)2

2
m0 +

η2

2
m1 =

y1 − y0

h0
,

(1− η)2

2
mn−1 +

1− η2

2
mn =

yn+1 − yn

hn−1
,

(12)

wherey0 = y(x0), y1 = y(x1), yn = y(xn), andyn+1 = y(xn+1). The elements
aij , i, j = 0, ..., n, of the coefficient matrix of the linear system {(11),(12)} clearly
satisfy

min
0≤i≤n

|aii| −
n∑

j=0
j 6=i

|aij |

 = η(1− η) > 0, (13)

so the matrix{aij} is diagonally dominant and the system {(11),(12)} is uniquely
solvable (see, for example, [11], p. 333). Therefore the operatorPn is well defined.

Remark 1. For the parametersmi, i = 0, ..., n, it follows from (13) that

max
0≤i≤n

|mi| ≤
1

η(1− η)
max
0≤i≤n

|qi|, (14)

where

q0 =
y1 − y0

h0
, qi =

yi+1 − yi

hi−1 + hi
, i = 1, ..., n− 1, qn =

yn+1 − yn

hn−1
.

The next lemma states the main properties of the operatorPn.

Lemma 1. The interpolation operatorPn : C[a, b] → C[a, b] given by the
conditions(8) is a linear and bounded operator with the propertiesP 2

n = Pn and

||Pn||L(C[a,b],C[a,b]) ≤ 1 +
2r

η(1− η)
, (15)

wherer ∈ [1,∞) andη ∈ (0, 1) are given by the inequality(7) and the formulas
(9), respectively.
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Proof. Using the representation (10) and the inequality (14), we have fort ∈
[ti, ti+1], i = 0, ..., n− 1:

|(Pny)(t)|

≤ |yi+1|+
∣∣∣∣(1− η)2hi

2
− (ti+1 − t)2

2hi

∣∣∣∣ |mi|+
∣∣∣∣(t− ti)2

2hi
− η2hi

2

∣∣∣∣ |mi+1|

≤ ||y||C[a,b] +
[
(1− η)2hi

2
+

(ti+1 − t)2

2hi
+

(t− ti)2

2hi
+

η2hi

2

]
max
0≤i≤n

|mi|

≤ ||y||C[a,b] + max
0≤i≤n

|mi| max
0≤i≤n−1

hi

≤ ||y||C[a,b] +
1

η(1− η)
max
0≤i≤n

|qi| max
0≤i≤n−1

hi.

Since

max
0≤i≤n

|qi| ≤
2||y||C[a,b]

min
0≤i≤n−1

hi
,

we get, using the property (7), for everyt ∈ [ti, ti+1], i = 0, ..., n− 1:

|(Pny)(t)| ≤ ||y||C[a,b] +
2r

η(1− η)
||y||C[a,b] =

(
1 +

2r

η(1− η)

)
||y||C[a,b].

Therefore, as the interval[ti, ti+1] was arbitrary, we obtain

||Pny||C[a,b] ≤
(

1 +
2r

η(1− η)

)
||y||C[a,b],

which gives the boundedness of the operatorPn and implies the estimate (15).
Due to the linearity of the interpolation conditions (8), the operatorPn is linear.

Since the functionPny ∈ S2,1(∆n) ⊂ C[a, b] is uniquely determined by the
conditions (8) for anyy ∈ C[a, b], the propertyP 2

n = Pn holds.

Remark 2. Interpolation by quadratic splines is also studied, for example, in
[12−14].

Before formulating another lemma we introduce the B-splines of the second
degreeB2,i : R → R, i = 0, ..., n + 1:

B2,i(t) =



(t− ti−2)2

(ti − ti−2)(ti−1 − ti−2)
, t ∈ [ti−2, ti−1);

(t− ti−2)(ti − t)
(ti − ti−2)(ti − ti−1)

+
(ti+1 − t)(t− ti−1)

(ti+1 − ti−1)(ti − ti−1)
, t ∈ [ti−1, ti);

(ti+1 − t)2

(ti+1 − ti−1)(ti+1 − ti)
, t ∈ [ti, ti+1);

0, otherwise,
(16)
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if i = 0, ..., n;

B2,n+1(t) =


(t− tn−1)2

(tn − tn−1)2
, t ∈ [tn−1, tn];

0, otherwise.
(17)

Heret−2 = t−1 = t0, tn+2 = tn+1 = tn, ti ∈ ∆n, i = 0, ..., n. Notice that
B2,i ∈ S2,1(∆n), i = 0, ..., n + 1.

Lemma 2. [15] LetQn : C[a, b] → C[a, b] be the operator defined by

Qny =
n+1∑
i=0

[
−1

2
y(ti−1) + 2y

(
ti−1 + ti

2

)
− 1

2
y(ti)

]
B2,i,

wheret−1 = t0, tn+1 = tn, ti ∈ ∆n, i = 0, ..., n, and B2,i denotes theith
B-spline of the second degree defined by the expressions{(16),(17)}. Then on
every interval[ti, ti+1], i = 0, ..., n− 1,

||y −Qny||C[ti,ti+1] ≤ 4 dist[ti−1,ti+2](y, π2), (18)

wheredist[u,v](y, π2) = infp∈π2 ||y − p||C[u,v] and π2 denotes the set of poly-
nomials of the second order.

With the help of Lemma 1 and Lemma 2 we can now prove the main result of
this section.

Theorem 2. LetPn, n ∈ N, be the interpolation operator given by the conditions
(8). Then for everyy ∈ C3,β [a, b] (0 < β < 3)

||y − Pny||C[a,b] ≤
c

n3−β
. (19)

Here

c = r3−β(b− a)3−β

(
2 +

2r

η(1− η)

) (
24−β

3− β
d3 +

16
3

(2r)βd3

)
,

wherer ∈ [1,∞) andη ∈ (0, 1) are given by the property(7) and the formulas(9),
respectively, andd3 is the positive constant from the inequalities(3).

Proof. Let y ∈ C3,β[a, b] be given. To estimate the norm||y − Pny||C[a,b], we use
Lemma 1 and the operatorQn given by Lemma 2:

||y − Pny||C[a,b] ≤ ||y −Qny||C[a,b] + ||Qny − Pny||C[a,b]

= ||y −Qny||C[a,b] + ||Pn(Qny − y)||C[a,b]

≤ ||y −Qny||C[a,b] + ||Pn||L(C[a,b],C[a,b])||y −Qny||C[a,b]

=
(

2 +
2r

η(1− η)

)
||y −Qny||C[a,b]. (20)
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Let now t ∈ [ti−1, ti+2], i = 0, ..., n − 1 (t−1 = t0, tn+1 = tn,
ti ∈ ∆n, i = 0, ..., n). Consider the Taylor expansion of the functiony at the
pointwi = (ti−1 + ti+2)/2 with the integral form of the remainder:

y(t) = T2,i(t) +
1
2

t∫
wi

(t− s)2y′′′(s)ds,

where

T2,i(t) = y(wi) + y′(wi)(t− wi) +
y′′(wi)

2
(t− wi)2.

SinceT2,i is a polynomial of the second order, we clearly have

dist[ti−1,ti+2](y, π2) ≤ ||y − T2,i||C[ti−1,ti+2],

so by the inequalities (18)

||y −Qny||C[ti,ti+1] ≤ 4||y − T2,i||C[ti−1,ti+2], i = 0, ..., n− 1. (21)

Therefore, in order to estimate the norm||y − Qny||C[ti,ti+1], we study the error
||y − T2,i||C[ti−1,ti+2]. Let t ∈ [ti−1, wi], i = 0, ..., n − 1. Using the property (7)
and the inclusiony ∈ C3,β [a, b] (see the inequalities (3)), we get:

|y(t)−T2,i(t)|

=
1
2

∣∣∣∣
t∫

wi

(t− s)2y′′′(s)ds

∣∣∣∣ ≤ 1
2

wi∫
t

(s− t)2|y′′′(s)|ds

≤ 1
2
d3

wi∫
t

(s− t)2
[
(s− a)−β + (b− s)−β

]
ds

≤ 1
2
d3

wi∫
t

(s− t)2−βds +
1
2
d3

wi∫
t

(s− t)2(b− s)−βds

≤ 1
2(3− β)

d3(wi − t)3−β +
2β

6
d3

(
min

0≤i≤n−1
hi

)−β
(wi − t)3

≤ 23−β

2(3− β)
d3

(
max

0≤i≤n−1
hi

)3−β
+

4
3
2βd3

(
max

0≤i≤n−1
hi

)3(
min

0≤i≤n−1
hi

)−β

≤
(

23−β

2(3− β)
d3 +

4
3
(2r)βd3

)(
max

0≤i≤n−1
hi

)3−β
.

By symmetry this estimate also holds fort ∈ [wi, ti+2], i = 0, ..., n − 1.
Consequently,

||y − T2,i||C[ti−1,ti+2] ≤
(

23−β

2(3− β)
d3 +

4
3
(2r)βd3

)(
max

0≤i≤n−1
hi

)3−β

54



and by the inequalities (21) we get fori = 0, ..., n− 1:

||y −Qny||C[ti,ti+1] ≤
(

24−β

3− β
d3 +

16
3

(2r)βd3

)(
max

0≤i≤n−1
hi

)3−β
.

Hence, we have shown that

||y −Qny||C[a,b] ≤
(

24−β

3− β
d3 +

16
3

(2r)βd3

)(
max

0≤i≤n−1
hi

)3−β
. (22)

Now, using the inequalities (20) and (22), we obtain

||y − Pny||C[a,b] ≤
(

2 +
2r

η(1− η)

)
||y −Qny||C[a,b]

≤
(

2 +
2r

η(1− η)

) (
24−β

3− β
d3 +

16
3

(2r)βd3

)(
max

0≤i≤n−1
hi

)3−β
.

Since max
0≤i≤n−1

hi ≤
r(b− a)

n
, we get the estimate (19), which concludes the proof.

Lemma 3. Let Pn be the interpolation operator given by the conditions(8). Then
for everyy ∈ C[a, b]

||Pny − y||C[a,b] → 0, n →∞. (23)

Proof. SinceC3[a, b] ⊂ C3,β [a, b], we have according to Theorem 2

||Pny − y||C[a,b] ≤
const
n3−β

, ∀y ∈ C3[a, b],

which implies
||Pny − y||C[a,b] → 0, n →∞,

for all y ∈ C3[a, b]. By Lemma 1 we have||Pn||L(C[a,b],C[a,b]) ≤ const for every
n ∈ N. Since the spaceC3[a, b] is dense in the spaceC[a, b], we have by the
Banach–Steinhaus theorem the convergence (23).

4. COLLOCATION METHOD

We seek the approximationyn of the solutiony of Eq. (1) in the spaceS2,1(∆n)
and demand that Eq. (1) is satisfied at the interpolation pointsxi, i = 0, ..., n + 1,
given by the formulas (9):

yn(xi) =

b∫
a

g(xi, s)κ(xi − s)yn(s)ds + f(xi), i = 0, ..., n + 1. (24)
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The collocation conditions (24) determine a system of linear equations whose exact
form depends on the choice of a basis in the spaceS2,1(∆n). For example, with
the B-spline basisB2,i, i = 0, ..., n + 1, defined by the expressions {(16),(17)},
we can seek the approximationyn ∈ S2,1(∆n) in the form

yn(t) =
n+1∑
i=0

biB2,i(t), t ∈ [a, b],

where bi, i = 0, ..., n + 1, are constants to be determined. Equations (24)
assume the form of an(n + 2) × (n + 2) linear system with respect to unknowns
bi, i = 0, ..., n + 1:

n+1∑
j=0

B2,j(xi)−
tj+1∫

tj−2

g(xi, s)κ(xi − s)B2,j(s)ds

 bj = f(xi), i = 0, ..., n + 1,

(25)
where t−2 = t−1 = t0, tn+2 = tn+1 = tn, ti ∈ ∆n, i = 0, ..., n.
To obtain the final form of the system (25), one needs to compute the integrals∫ tj+1

tj−2
g(xi, s)κ(xi − s)B2,j(s)ds, i, j = 0, ..., n + 1.

The convergence of the method (24) can be stated as follows.

Theorem 3. Let the assumptions(i) be fulfilled and letf ∈ C[a, b]. Assume also
that the homogeneous equation

y(t) =

b∫
a

g(t, s)κ(t− s)y(s)ds, t ∈ [a, b],

has only the trivial solutiony = 0 and the interpolation points(9) with the partition
{(6), (7)} of the interval[a, b] are used.

Then Eq.(1) has a unique solutiony ∈ C[a, b] and there existsn0 ∈ N such
that forn ≥ n0 Eqs.(24)define a unique approximationyn ∈ S2,1(∆n) to y with

||yn − y||C[a,b] → 0, n →∞. (26)

Proof. We write Eq. (1) in the form

y = Ky + f, (27)

whereK : C[a, b] → C[a, b] is the integral operator defined by the formula

(Ky)(t) =

b∫
a

g(t, s)κ(t− s)y(s)ds.
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It follows from the assumptions (i) thatK ∈ L(C[a, b], C[a, b]) is compact. Since
the equationy = Ky has only the solutiony = 0, Eq. (27) has a unique solution
y ∈ C[a, b].

Further, we write Eqs. (24) in the form

yn = PnKyn + Pnf, (28)

wherePn : C[a, b] → C[a, b] is the interpolation operator given by the conditions
(8) (Pn ∈ L(C[a, b], C[a, b]), P 2

n = Pn, see Lemma 1). SinceK ∈
L(C[a, b], C[a, b]) is compact and||Pnz − z||C[a,b] → 0, n →∞, ∀z ∈ C[a, b]
(see Lemma 3), we have

||K − PnK||L(C[a,b],C[a,b]) → 0, n →∞.

Using this convergence and the invertibility of the operatorI − K : C[a, b] →
C[a, b], we get forn ≥ n0 the invertibility of the operatorI − PnK : C[a, b] →
C[a, b] and the estimate

||(I − PnK)−1||L(C[a,b],C[a,b]) ≤ c′, n ≥ n0,

where c′ is a positive constant not depending onn. Therefore, forn ≥ n0,
Eq. (28) has a unique solutionyn ∈ S2,1(∆n) ⊂ C[a, b] and, sinceyn − y =
(I − PnK)−1(Pny − y),

||yn − y||C[a,b] ≤ c′||Pny − y||C[a,b], n ≥ n0. (29)

Applying Lemma 3, we obtain the convergence (26).

The next result formulates the rate of convergence of the method (24).

Theorem 4. Let the conditions of Theorem3 be fulfilled and letf ∈ C3,β [a, b].
Then there existsn0 ∈ N such that forn ≥ n0 the following estimate holds:

||yn − y||C[a,b] ≤
c

n3−β
, (30)

wherey is the solution of Eq.(1), yn is the approximation toy defined by Eqs.(24),
andc is a positive constant not depending onn.

Proof. It follows from Theorem 1 that the solutiony of Eq. (1) belongs to the
spaceC3,β [a, b]. By Theorem 3 the conditions (24) define forn ≥ n0 a unique
approximationyn to y and the inequality (29) holds with a constant that does not
depend onn. Applying Theorem 2, we obtain the estimate (30).
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5. NUMERICAL EXAMPLES

We consider the weakly singular integral equation

y(t) =

1∫
−1

2
3
|t− s|−1/2y(s)ds

+ (1− t2)3/4 −
√

2
4

π(2− t2)− 4
3
(
√

1 + t +
√

1− t) + 1,

t ∈ [−1, 1],

with the exact solutiony(t) = (1− t2)3/4 + 1. If we chooseg(t, s) = 2
3 , κ(τ) =

|τ |−1/2, andf(t) = (1 − t2)3/4 − (
√

2/4)π(2 − t2) − 4
3(
√

1 + t +
√

1− t) + 1,
the conditions (i) and (ii) are fulfilled witha = −1, b = 1, andβ = 5

2 .
Let n ≥ 1 be an integer and let−1 = t0 < t1 < ... < tn = 1 be a partition of

the interval[−1, 1] satisfying the condition (7). We choose the interpolation points
as follows:

x0 = −1, xi =
ti−1 + ti

2
, i = 1, ..., n, xn+1 = 1.

In the role of the basis functions we take the B-splines of the second degreeB2,i,
i = 0, ..., n + 1, defined by the expressions {(16),(17)}.

Under these assumptions we solved the system (25) using standard Gauss
techniques (the integrals

∫ tj+1

tj−2
g(xi, s)κ(xi−s)B2,j(s)ds were computed exactly).

In order to estimate the error||y−yn||C[−1,1], we introduce another partition of the
interval[−1, 1] with the grid pointsτij , i = 0, ..., n− 1, j = 0, ..., 10, defined by

τij = ti + j

(
ti+1 − ti

10

)
.

In Table 1 the errors
εn = max

0≤i≤n−1
0≤j≤10

|y(τij)− yn(τij)|

and the ratiosρn = εn/2/εn characterizing the rate of convergence of the method
(25) are presented for two values of parameterr (see the property (7)):r = 1 and
r = 3. Notice also that in caser = 3 we have constructed the quasi-uniform grid
in two ways. Namely, in the first case forn = 4 we have chosen the grid points
t0 = −1, t1 = −0.25, t2 = 0.5, t3 = 0.75, t4 = 1, in the second case we have
chosen the grid pointst0 = −1, t1 = −0.75, t2 = 0, t3 = 0.75, t4 = 1, and in
both cases for every othern = 8, 16, ... the new grid points were obtained by taking
the old grid points forn/2 and the centrepoints of the subintervals corresponding to
the partition of the interval[−1, 1] for n/2. From Theorem 4 withβ = 5

2 it follows
that the ratioρn must be approximately

√
2 ≈ 1.414. From Table 1 we can see that

the numerical results are a little better than the theoretical estimations.
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Table 1. Convergence results

r = 1 r = 3
n εn ρn εn ρn εn ρn

4 0.0348492 0.0505532 0.0197816
8 0.0186200 1.872 0.0264146 1.914 0.0105822 1.869
16 0.0105037 1.773 0.0145838 1.811 0.0060581 1.747
32 0.0060531 1.735 0.0083204 1.753 0.0035266 1.718
64 0.0035265 1.716 0.0048236 1.725 0.0020681 1.705
128 0.0020681 1.705 0.0028208 1.710 0.0012181 1.698
256 0.0012182 1.698 0.0016585 1.701 0.0007196 1.693
512 0.0007196 1.693 0.0009785 1.695 0.0004260 1.689
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Ruutsplain-kollokatsioonimeetod nõrgalt
singulaarsete integraalvõrrandite lahendamiseks

Raul Kangro, Rene Pallav ja Arvet Pedas

On vaadeldud ruutsplain-kollokatsioonimeetodit teist liiki nõrgalt singulaarsete
Fredholmi integraalvõrrandite numbriliseks lahendamiseks. Kvaasiühtlase võrgu
korral on tuletatud meetodi koonduvuskiiruse hinnang maksimumnormis.
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