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Abstract. This article considers problems which arise by technical management of large 
transmission networks and describes a technical software-related management system “Event 
Navigator”, developed at Eesti Energia AS. 

Key words: transmission network, technical management, software. 

1. INTRODUCTION

The larger the network the more elements it contains and the more persons 
and companies are involved in its operation. Such an intricate organizational 
structure may be changed quite often. 

Coordination of the functioning of a network requires inputs and decisions 
from a number of specialists, because for the alignment or repair of a network 
element often other elements must be switched off. An optimal work plan should 
be developed, based on two important criteria. Firstly, a safe network operating 
regime must be guaranteed, minimizing network downtime for customers. 
Secondly, maintenance works should be performed as regularly as possible and 
the occurrence of faults should be minimized. 

Worldwide, this field is covered by Supervisory Control And Data Acquisition 
software (SCADA) [1–7] and by Geographic Information Systems (GIS) soft-
ware [8–10]. 

Based on detailed analysis of Harris SCADA product XA/21 [11], ABB 
SCADA product S.P.I.D.E.R. [12], IVO SCADA system [13], Siemens SCADA 
product SINAUT-SPECTRUM [14,15], and TEKLA Corporation GIS product 
Xpower [16,17], we identified main domains of the management systems and their 
functions. All the investigated systems had very powerful user interface, oriented 
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mainly to dispatcher’s use, but coordination of maintenance works appeared 
weak and powerful workstations were needed for users. 

Our goal was to create an integrated software for handling the subsystems and 
their functions required by the technical management of transmission networks. 
The article is organized as follows. Firstly, we define the domains of the network 
that should be covered by technical management [1–8]. Secondly, we describe the 
functions of these domains and, finally, we offer the principles for compiling 
hardware configurations and for designing the software. Hardware configuration 
principles and software elaboration have been studied by the authors of SCADA 
and GIS and is described in [18–27]. 

We discuss these issues in the context of Eesti Energia’s (EE) management 
system Event Navigator (ENav), that functions in Web-based Oracle environ-
ment. The main user of ENav is the National Grid and its Dispatch Centre. Narva 
power plants (Balti PP, Eesti PP), Iru PP, Televõrk Ltd., Siemens Electro-
services, etc., use this system to manage the National Grid facilities. Today ENav 
has more than 450 registered users. 
 

 
2. SUBSYSTEMS  OF  THE  NETWORK  MANAGEMENT  SYSTEM 

 
In order to create an integrated computer-based network management 

software for technical management of a large transmission network, we must 
determine its subsystems. Thus, we analysed the process of EE electricity and 
telecommunication technical management. The majority of information was 
taken from tender documents to the EE Dispatch Centre SCADA [11–15]. In 
addition, the EE National Grid GIS system, which uses Xpower [17], was taken 
into account. Information related to the subject is described also in [28–33], 
because we could handle this subject also as a workflow management. 

As a result, in ENav we distinguish the following domains. 
 

2.1. Management  of  the  process  as  a  whole 
 

The term process is used to refer to the chain of events ranging from detecting 
a defect or downtime of a network element or to the elimination and analysis of 
the latter or to the following use of data obtained from the analysis concerning 
the planning of preventive maintenance. In terms of software, differentiation is 
made between network elements and the personnel engaged in network 
operations [3,18]. 

 
2.1.1. Network approach 

The process is described through events. An event is a situation which has 
taken place and has been registered. Each event is connected to some network 
element or groups of elements. A network element can be a device or building, 
land area, etc., which supports network operations. In power industry, we may 
divide network elements into the following groups: 
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– thermal, thermal-protective, relay-protective and substation facilities; 
– transmission lines and conduits (power transmission lines, telecommunica-

tion channels, etc.); 
– telecommunication facilities; 
– measuring instruments and telemeasurements (measuring points, meters, etc.); 
– buildings; 
– other (geographical elements such as rivers, trenches, crossings). 
This is the list that ENav uses today. However, it can be simply modified upon 

request (registered immovables, transmission line crossings with rivers, roads, 
etc.). Our objective is to record the events in as much details as possible to enable 
us to use the analysis results in planning. The event is described as follows: 

– the transition of the network element from one state to another; 
– event type (failure, defect, switch-off, works, reserve); 
– connections with other network elements; 
– its geographical location; 
– its character (emergency, planned, non-planned); 
– reasons that triggered it; 
– its desired, planned, or actual time; 
– related persons; 
– related documents; 
– additional information in the form of free explanatory text. 
We are designing an expert system comprising a training simulator that will 

allow to model events and offer solutions in real time, depending on the situation. 
When we analysed telecommunication and electricity network topology, we 

found that all events were related to data that describe the network elements. To 
obtain a detailed overview of the event we should take a close look at the data 
groups needed to describe a network element. For example, inside ENav, for 
electricity and telecommunications network we have the following data groups: 

– the network element itself; 
– horizontal and vertical interconnections (logical and physical interconnec-

tions together); 
– measurements (energy, voltage, temperature, etc.); 
– dynamically created or updated network element description fields; 
– documentation, events, companies and personnel data (persons with 

operational rights, organizers of operations, work performers, owner information, 
service user information) related to the network element; 

– reasons for overhaul; 
– damage, downtime and fault reasons and neural network memory matrices 

for fault prediction and for short-time consumption forecast. 
This sample of data groups has proved sufficient to describe elements of the 

electricity network and telecommunication network elements in our network 
management software. 

In ENav, the integrated measuring data are being received every five minutes 
from the EE Dispatch Centre SCADA RTUs (Remote Terminal Units) and 
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commercial measurements (energy) once per hour from CENTRAPULS 
terminals. In ENav, we obtained over 4000 measurements. 

 
2.1.2. User approach 

As explained above, processes are described through events. However, in 
order to manage the process, we need also persons or robots. For that reason we 
developed a three-dimensional management structure that corresponds to the 
operational management structure required for the operation of a network 
element. 

First dimension – the node level (Fig. 1a). Node is a functional unit, depart-
ment, or the whole company. At this level of abstraction, we can describe the 
process of event coordination and define connections between nodes. We can use 
this method to describe a mesh structure of nodes. 

Second dimension – the layer level (Fig. 1b). Layer is a structural element of a 
node. It may be a functional unit, department, or the whole company. Each node 
consists of at least one layer. We can describe the layers only using a tree-type 
hierarchy – it means that every node has only one top layer. 

Third dimension – the workplace level (Fig. 1c). Workplace is a structural 
element of a layer. Workplace is a body of functional activities, located at the 
node level and applicable to the users working at this workplace. Each layer 
should have at least one workplace. All workplaces are attributed to a type and 
each type has some assigned functions. 

In general, the following default workplace types can be used: 
– rank and file (RF, responsible for primary event processing and analysing); 
– decision-maker (DM, responsible for triggering the event); 
– dispatcher (DP, responsible for working permissions and reduction facilities 

for maintenance and return to the operation); 
– observer (can only observe). 
Since large networks have often a sophisticated structure, the network 

administrator must be able to create new workplace types and change their 
functions.  This will improve system surveillance.  Since there exist many different 
functions,  one may want to reduce the number of  workplace types that result from  

 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Three-dimensional management structure: (a) node level; (b) layer level; (c) workplace level. 
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these functions, by applying the following definitions of the systems: 1) assigned 
to the user, 2) assigned to the node, and 3) assigned to the workplace type. The 
groups exclude each other and are ranked according to priority. This means that 
if the user has been assigned some functions, then the functions assigned to the 
node or workplace type, etc., are disregarded. 

 
2.1.3. Merging the network and user approaches 

The management system becomes a whole when we connect user-based and 
network-based approaches into an integrated whole. For that purpose, we 
developed the term relevance. Relevance is the ability of a network element to 
create connections to the relevant layers and nodes. Through the element 
relevance it is possible to describe the specific operational control structure for 
each individual network element. 

We developed the following functional properties of relevance, based on the 
operational aspect: 

– operational knowledge (supreme decision-making level); 
– operational control (dispatch control of the network elements); 
– operational maintenance (direct performer of switching); 
– informative knowledge (obligation to report the operations ongoing or 

planned in the network element); 
– administration (engineering and technical personnel responsible for the 

network element); 
– maintenance (maintenance personnel responsible for the network element); 
– owner (to show the network element owner); 
– e-messages (to inform by e-mail or sms-message about the ongoing 

processes); 
– service consumer (end user who consumes the service). 
If we assign relevances to node layers only, the presented events move to the 

respective node level and move on within the levels, taking into account the 
relevance and interlevel hierarchy. An event exits the node always through the 
highest layer workplace that has the respective function. If no relevance has been 
described for the node levels, the events, in their chain of movement, enter the 
first workplace of the highest level where the user will define the next move of 
the event. Software users determine the relevance of all the facilities. 

 
2.2. Information  exchange  with  other  information  systems 

 
A significant property of the network management system is the ability to 

create an interface for information exchange with other information systems that 
may be located in other network domains. That is important for integration with 
existing software which helps to guarantee the integral informational complete-
ness of management systems [34]. 

In ENav, we consider two types of interfaces: built-in interfaces (a part of 
software that is coded into the text of software and can be changed only by a 
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programmer) and administrator-designed interfaces (the interfaces that 
administrators themselves can design using software components). 

The built-in interfaces are used to have interface with a concrete information 
system. In ENav, we have interfaces with the following (Fig. 2): Oracle Financial, 
SCADA’s telemeasuring part in the Central Control of the National Grid, the 
public information system running in Lotus Notes, the mode calculation software 
Power System Simulator for Engineering (PSS/E) [35], working environment for 
users who have no access to EE’s Intranet (based on e-mail), and request engines 
(based on e-mail). 

The administrator-designed interfaces that are based on e-mail interface make 
it possible for the administrator to create e-mail forms within the limits defined 
by the keywords that the system recognizes and to which the system can 
automatically answer. In this way, the coordination of events has been 
implemented in EE, with regard to the downtime of such facilities which, as a 
rule, are under the operational control of the Baltics Dispatch Centre (DC) Baltija 
and/or require DC Baltija to be informed. In ENav, we can convert information 
to the Microsoft Excel format and create queries through Open DataBase 
Connectivity (ODBC) protocol. 

 
2.3. Focus  on  the  company 

 
Each company and its subunits have the data that they want to share and the 

data that they want to keep in-house. In terms of making data in a large enterprise 
more company-focused, we differentiate three grades: 1) element information 
(access to information is defined by its relevance), 2) data describing the element 
(defined by server and/or database where they are located; each database may 
have its own description of an element), and 3) connections with other databases 
(in case we have a multiserver or multidatabase system, it is possible to detach 
oneself by cutting the logical connection with other databases). Selective display 
of information is important because we do not want to burden other users of the 
system with noise. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Information exchange in the ENav. 
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2.4. Cooperation  with  company’s  subunits 
 
When running networks we have to do with many subunits. Network element 

operations are often related to their most different combinations. Therefore, in 
order to operate efficiently, each structural unit must have an overview of the 
network elements in its area, of their descriptive data, current state and planned 
works [36,37]. All works require coordination with all parties in terms of regime, 
safety, and optimization. This approach allows us to minimize the downtime of 
the network elements and to find more effective solutions. 

 
2.5. Adaptability  to  company’s  changing  structure 

 
In the management of a network it is only natural that its management and 

control structures change in time – new network elements, new managers, and 
operators appear, the company undergoes reorganization, etc. For this reason, it 
should be possible to describe different control structures. Using the mesh and 
tree structures together with network element relevance we have been able to 
describe any company structure. Based on design, databases should proceed from 
the principle that network elements of the largest companies are located in 
different databases which, in turn, can be located in different database servers. 
This concept enables us to work as one system, but when a company wants to 
detach itself, it can work also in an autonomous mode. Thus the whole system 
works as a set of many autonomous cooperating systems (see Section 4). 

 
2.6. Administration  of  an  unlimited  number  of  users 

 
Network management systems should be designed so that a large number of 

users would not slow down the working speed of the software. The limiting 
characteristics of most of the systems are: database inquiries are slow, resource 
usage of a server approaches an emergency limit, etc. In order to avoid getting 
stuck in the server’s hardware resources (potential and capacity), we developed a 
data distribution subsystem for the network management system, which allows us 
to spread data between different databases, database servers, and Web servers 
(see Section 4). Another possibility to avoid these constraints is to use clustering 
ideology [38,39]. 

 
2.7. Report  generation 

 
In general, the network management system should have a well-designed 

reporting and analysing logic or have an interface to such a system [40]. In our 
system, the user can combine the data, specify and apply it to standard reports 
which exist for various events. The user has a possibility to convert these reports 
at the workplace, so that the lists can be updated in real time. Our system has an 
interface with Microsoft Excel. 



 25 

2.8. Compliance  with  the  work  of  the  dispatcher 
 
In general, operational work requirements can be reduced to the following: 

input data cannot be changed later, the person who made the entry is identifiable 
and so will be the time and location of the event. From these data we can determine 
later what happened, how the dispatcher behaved, how the incident was solved, etc. 
In the power system, dispatchers have special operational requirements, such as 
keeping an operational diary, working permissions for technical safety (provision is 
made for the dispatcher not to permit a repair group to the facility before 
acceptance of all working permits, and not to switch the network element back to 
work before closing all the work permits), keeping correct data, safe data 
maintenance, and archiving. These requirements have been included in ENav (see 
Section 3). Physical switching is performed through the dispatcher by the SCADA. 

It is possible that in the course of time the domain of operation expands. It 
means that software should take this into account [40]. 

 
 

3. NETWORK  MANAGEMENT 
 
Our research shows that network handling software should cover the 

following basic functions [41–45]. 
Annual service and working plan composition and monitoring. Annual service 

and working schedules are used for planning work for the next financial year. The 
plans, drawn for one, three, and five years, help network managers to analyse 
budget implementation and progress. A plan passes four stages: 1) composing 
(automatic, according to the maintenance regulations of the network elements and 
manual elaboration according to the requests of the network element manager), 
2) coordination, 3) approval by the respective control levels, and 4) performance 
monitoring. All the plans are composed automatically. Five months prior to the end 
of the financial year the software module is activated and an annual plan is 
generated. In the process of automatic generation, the software tries to minimize 
the system downtime and maximize intervals between new planned works, taking 
into account also the events included manually by the users. After the plan has 
been created, it is displayed to all the users engaged in the network element 
management, who can modify the plan if they wish so. After the plan has been 
completed in terms of its performers, the plan is coordinated within the entire 
power system. After coordination, the plan is approved and the monitoring of its 
implementation may start. The annual plan is not checked in terms of operational 
mode. 

Monthly service and working plan composing and monitoring. A monthly 
service and working plan is produced to create an overview of works to be done 
and to check these plans by an operational mode. The initial monthly working plan 
is created by the software (afterwards it is fully manual) from the elements of the 
accepted annual plan. After that the operator can correct the plan and, if needed, 
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add non-planned events. After the plan has been coordinated, the respective 
management levels will approve it. That enables monitoring of its implementation. 
If an element of the annual plan has become an element of the monthly plan, it can, 
nevertheless, be monitored through the annual plan as well (see Fig. 3). When the 
monthly service and working plan is completely approved, the plan will not be 
subject to any changes and corrections. If the situation changes, the works in the 
plan can be cancelled by the operator. 

Budget planning and monitoring. The function of budget planning has been 
included in the task because overhaul work plans must be based on the existing 
financial resources. In ENav, we have interface with the financial accounting 
system Oracle Financial used in EE, but the system enables us to describe various 
financial accounting systems. 

Administration of defects/faults. Defect administration implies a detected 
network element defect or fault during the inspection of the network element that 
does not affect the safety of its functioning (Fig. 4). So by the defect/fault 
administration, a faulty network element and the character and origin of its defect 
are identified and the detection time is recorded. The defect is thus stored as an 
event. Further, one can begin organizing the correction of the defect. 

Depending on the criticality of the defect, the request for the removal of the 
defect may be submitted as an element of the annual or monthly plan, as a non-
planned or emergency overhaul application. After recording the defect, it is 
possible to observe the defect correction process as well as the defects not yet 
removed. An interface for a portable computer is being developed, which the 
staff that perform inspections of substations and lines can carry along to record 
all the defects immediately. 

Switch-off account management. The accounting of switched-off network 
elements is aimed at several objectives. By counting switch-offs, we can predict 
the reliability of network elements and accommodate planned works. For 
instance, if circuit breakers are involved, it is defined how many switchings can 
be performed under rated current and short-circuit current before a major over-
haul is required without delay. Moreover, in the case of a failure, one needs an 
analysis of what happened – which protections were applied, what had switched 
off what, etc. Thus, specialists can conduct an in-depth analysis of the problem 
and take measures. All switch-offs are being tied to events because they describe 
the course of the events. 

In case a recorded event describes switch-offs, this event may serve as a basis 
for an application for planned works on a given device (to be included in the 
annual or monthly plan), or it may be submitted as an emergency event to 
dispatchers (Fig. 4). 

Accounting of stand-by facilities. From the operational point of view, it is most 
important to have also a real-time overview of the facilities currently in reserve, 
since this information is instrumental with regard to ensuring the reliability of 
operation of the power network. Thus, a system has been introduced for 
accounting  stand-by  facilities.  When  a  facility  is  transferred  to  the  stand-by  
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Fig. 3. Composition of a monthly service and working plan. 
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Fig. 4. Defect/fault management 
 
 
status, the dispatcher creates a respective event. The event is closed after the 
facility has started to operate. 

Recording, monitoring, and administering other events. Since large networks 
are sophisticated, they have properties that emerge and can be defined over a 
longer period of operation. ENav is a tool that allows the administrator to create 
new types of events, for example Substation Event and Investment Target. The 
administrator of the task can define the content of these events and the 
functionality for each type of an event – an emergency event, planned event, or a 
fact. 

Overhaul applications. Overhaul applications are documents drawn up in order 
to receive a permit to perform the requested maintenance work on a network 
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element. Planned overhaul applications are compiled manually, based on the 
monthly plan, and the element of the monthly plan is presented as an application. 
In case all the coordinated deadlines remain valid in the planned application, no 
intermediate coordination is required, and the application is immediately submitted 
to the person of highest authority to approve it. This person will decide whether to 
give or not to give a permission to start work. 

Non-planned work applications are presented as overhaul-applications and are 
indicated as an event of emergency (malfunction). After the non-planned 
application has been coordinated and approved by the respective management 
levels, monitoring and management by the dispatcher starts. In case of emergency, 
the event becomes a subject of monitoring and supervision of the dispatcher 
immediately. All persons who are engaged in running of the network element can 
continuously observe the implementation process. In case the planned work was 
not finished on time, an application for the extension of the works can be submitted 
for coordination. This application passes the same chain of coordination as the 
initial overhaul-application did – it is coordinated with all the parties, the relevant 
levels of management have to approve it. If the decision is positive, it is transferred 
under dispatcher’s monitoring and supervision (Fig. 5). 

Accounting of working permissions for technical safety. Working permission 
is a document issued by the dispatcher to the on-site operator. Based on that 
permission, the operator prepares a workplace for the overhaul team. No non-
emergency work can be performed without such permission. After the overhaul 
team has completed the work and removed all the unnecessary devices from the 
vicinity, the on-site operator notifies the dispatcher. Only after the dispatcher has 
closed the working permission, the dispatcher can close the event and return the 
network element to operation. By issuing the working permissions, the names of 
the permission issuer and recipient as well as the exact time of the issuing are 
recorded. The user can approach events through working permissions as well. 
One event may involve more than one permission. The working permission is a 
document on the basis of which a person can be held liable for an accident. 

Monitoring of events by interest groups. An event may interest various groups 
– transmission line operators, transformer operators, relay protection staff, people 
in the development department, etc. In order to accommodate various interest 
groups, an analysing tool has been created. By means of this tool, the user can 
select information to be entered in the printout templates and generate various 
printouts. Thus the tool allows the user to sort data on the basis of restrictions 
defined by the user. 

Dispatcher’s logbook (operational diary). The logbook is designed for the 
communication dispatcher. Since dispatchers are often overloaded and engaged in 
phone calls, they may find it convenient to forward operational information also by 
electronic means. Then the information can be read and used immediately. The 
logbook also automatically registers the dispatcher’s actions. Dispatcher’s logbook 
displays all the events related to network elements, which are relevant for the given 
dispatcher. 
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Fig. 5. Management of the maintenance request. 
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Maintenance of technical documentation. For planning, performing, and 
monitoring, it is important to manage the entire technical documentation. ENav 
document management is based on distributed data. That is, documents can be 
located anywhere as long as they are accessible via the Internet. The database 
contains a description of the access path to these documents. The documents can 
be linked to all network elements and element groups as well as element types 
and defined classes. By defining the documents, class and type definitions can be 
combined. 

Printout generation system. Printout generation and development of new 
functions based on the printouts help the user to monitor the system better. Users 
can apply their own data to the existing printout frames and produce different 
views. The user can add the views to the functional properties of the workplace, 
thus making them variable in time. The administrator of the task can do the same 
and design different views for different users and workplace types to be included in 
the standard functions. Along with the functions developed by the administrator, 
built-in-system functions, that the administrator can select, are built by defining the 
corresponding data (for example, event creation forms, functions, design). 

Inventory system. The inventory system is based on the same principles as the 
description of network elements. The inventory can be described as a group of 
functional elements of a network, composed of network elements. Each network 
element is described by the administrator, and access to the element components 
can be defined depending on the user. The inventory can be described in this way 
both by facility and by descriptive parameters and all the functions described in 
the part “Printout generation system” can be applied. When a facility is trans-
ferred from the inventory to the network, the pathway of the element is recorded, 
as is done with all other facilities. 

Archiving history of the network element. In large systems it is quite common 
that over its lifetime, a network element is located in various network nodes and 
linked to various facilities. ENav has a function that provides an overview of the 
entire history of the device within the given network. On transferring the network 
element from one location to another, all links are archived. In addition, all 
former plans, events, and documents that are relevant remain linked to the 
network element and its former location. 

Messenger system. The messenger’s function is to give selected people selected 
information. For this purpose, the software has a module whereby the user can send 
a message to the workplaces selected by the user. Upon arrival, the message is 
immediately displayed on the interface of the Web workplace of the respective 
user. The objective was not to create a new complicated mailbox system but to 
improve the efficiency of human communication within the software. The other 
message system of the software is a reminder/notification system based on e-mail. 
The system is designed to notify users about the information that has arrived in the 
waiting list for their processing, such as events, network element downtime 
applications, shutdowns, overhaul completion, annual/monthly maintenance plan 
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closing, etc. Messages can be forwarded to a mobile network or pagers as  
sms-messages, depending on the service provider. 

Multilingual support. ENav allows use of several languages, because the task 
may involve people whose native tongue is different from the languages used in 
the system. Today we have user interfaces in Estonian and Russian. The code 
table of the database is UFT-8, where some characters are described as 2- or  
3-byte symbols. 

Monitoring loading orders of a power plant. The management of the loading 
orders of power plants (in our case, Balti PP, Eesti PP, and Iru PP) is important 
for Central Control dispatchers. Therefore all loading orders are recorded as 
events. With a new order, the software closes the previous order. Valid orders are 
displayed also in the operational diary and as individual views. 

Fault projections. A fault projection mechanism is necessary to improve net-
work administration planning. If we prevent the failure, a significant saving of 
financial resources results. Fault projections are instrumental in drawing up optimal 
downtime and investment plans. To predict faults we use a feed-forward neural 
network [46]. 

Short-time forecast of electric power consumption. Dispatchers need con-
sumption projections in order to be able to plan regimes. The function “short-
term consumption projection (1–8 days)” can project various electric power 
consumption modes. The input data for consumption projection are composed of 
statistical consumption data, environmental air temperature, and light intensity. 

Every projected hour was supplied with a feed-forward neural network of its 
own, i.e., we developed separate neural networks for all the respective hours of 
1–8 days of projected consumption. The established projection error for 1–4 days 
was ± 3% and for 5–8 days ± 6%. 

ENav data protection. Data protection plays an important role in software 
applications. Data may perish due to a human error, technical malfunction, 
intended theft, or damaging of information. Our network management software 
takes all these possibilities into account. Roughly, data protection can be divided 
into three classes: protection inside the software, protection defined by the 
environment, and administrative protection. 

The following data protection measures have been implemented inside the 
software: 

– permitted domain (the administrator defines the domains from where 
permission is given to enter the task, the administrator can allow access from a 
domain only through a single computer with the defined IP); 

– ability to define the IP of a barred computer (within permitted domains the 
administrator can define which computers will not get access to the task); 

– automated computer access locking (if the user tries to enter the task for 
more successive times than permitted by the administrator, this wrong number of 
entries is interpreted as breaking into the task); 
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– defined user name, password and signature (the user must identify the name 
and password defined by the administrator and signature when performing 
important operations); 

– current session (a session key is created for the user who enters the task, one 
user cannot run concurrently several sessions); 

– entry log (all attempts to enter and exit the task are recorded); 
– action log (it is recorded who entered and when the data was modified, there 

is also a short-term log record of user’s actions during the session); 
– encrypted information (the task includes the encryption of key data of 

facilities, i.e., all the displayable transmissible HTML text information is 
encoded); 

– e-mail address (since the task includes an e-mail-based user interface, also 
the source e-mail address is used as a protection); 

– barred e-mail address (the administrator can define from which e-mail 
addresses from among those permitted for the user e-mails there is no access to 
the task). 

The protection defined by the environment is as follows: 
– restrictions created by the Intranet (since the task operates in the EE 

Intranet, there is a firewall between the Internet and Intranet); 
– protection by NT environment (our Oracle runs on the Windows NT server, 

and NT has a comprehensive data protection); 
– protection by Oracle environment (in order to access data, the user has to 

enter the Oracle environment that has a comprehensive data protection system); 
– code logic (the software code is based on the object-orientation principles). 
An administrative data protection procedure has been established that 

imposes on service personnel the following responsibilities: 
– full copies are made of the Oracle database server daily; 
– there is disk mirroring in real time (RAID 5); 
– in the Oracle Web server a copy is made of the modifications made during a 

working day, as well as a full copy of the week. 
In addition, the Web technology permits us to use secure communication 

where the transmission channel is also crypted. 
 
 

4. PRINCIPLES  OF  HARDWARE  CONFIGURATIONS 
 
Oracle’s Internet computing model is based on a three-tier computing model, 

in which Oracle Application Server functions as the middle tier or application 
server tier. In a three-tier model, a middle tier exists between clients and the 
database server. This middle tier consists of an application server that contains 
the bulk of the application logic. Clients in this model are thin clients. With this 
architecture, application logic resides in a single tier and can be maintained easily 
at one point. The architectural design of the middle tier can also be optimized for 
server functions since it does not have to house the database. 
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When designing the network management software, we proceeded from the 
premise that the software must be readily expandable and major units must be 
able to detach themselves for an independent operation of the applications. 
Therefore a distributed database system was designed. The databases have an 
identical structure that makes them simple to maintain. Several databases can be 
run on a single database server. Should the server’s capacity begin to drop for 
one reason or another, some of the databases can be transferred to another server. 
In order to reduce server loads, each user group has its own Web server, located 
in a computer, different from the database server. There is a three-layer 
hierarchy. Users communicate only with the Web server assigned to them. The 
databases are interconnected by means of Oracle database links (Fig. 6). 
Additional server was used for computations related to neural networks and 
equations used in measurements [47–49]. 

Another possibility to reduce loads is to use new clustering and caching 
ideology presented in [38,39,50]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. The principal hardware configuration. 
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5. CONCLUSIONS 
 
This paper has described the structure of the software for network technical 

management, the functions of its domains, and development potential. For 
illustrative purposes, the network management software Event Navigator (ENav), 
developed at Eesti Energia AS, was used. This software is Web-based, developed 
by the help of Oracle tools. ENav covers power plants, the transmission network, 
communication systems, measuring points, telemeasuring, and operational 
management structures. It is oriented to operational planning and coordination, 
and to analysis of results, enabling an optimal functioning of the network. 

The software developed enables us to describe all such networks where network 
element administration is involved, and includes the definition, registration, 
planning, implementation, and work analysis. 

In order to manage the operations of network elements, the software uses a 
mesh structure to link nodes and a tree-shape hierarchy to describe intranode 
layers. These two structures combined allow us to describe any management 
structure. To interconnect the network element and management structures, the 
term “relevance” was used, which defines the functions of the node for a 
respective element. Thus, each element develops its own management structure. 

The team, consisting of four members, with the author as project manager, 
created ENav during four years. 
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Suurte  ülekandesüsteemide  tehnilisest  haldamisest 
 

Taivo Kangilaski 
 
On vaadeldud suurte ülekandevõrkude kirjeldamist tarkvaras ning käsitletud 

üksikuid süsteemi osi ja nende funktsioone, mida võrguhaldustarkvara peab 
võimaldama juhtida. Tarkvara ülesanne on tagada erinevate üksuste katkematu 
koostöö, tegevuse analüüs ja arengu planeerimine ning kindlustada võrgu kui 
terviku optimaalsele lähedane funktsioneerimine. Probleemi on selgitatud Eesti 
Energia ASi tarkvara “Sündmuste registraator” näitel. 

 


