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Characteristics of wind power are different and therefore its integration 
leads to some important challenges concerning the electricity system. Due to 
weather dependence, the availability of the energy generated from wind 
power differs fundamentally from that generated conventionally from fossil 
fuels. 
 In an electricity system with an important share of wind power, new 
methods for balancing supply and demand are needed. Wind power fore-
casting plays a key role in tackling this challenge. Good wind power predic-
tions increase the value of the wind power making it more competitive. 

Introduction 

Wind energy is the energy source that contributes most to the new renewable 
energy mix of European countries. 

While there are good wind resources throughout Europe, the uncertainty 
of the wind represents a major challenge to the deployment of wind energy 
in electricity networks [1]. 

Nevertheless, wind power has been undergoing a rapid development in 
recent years. Several countries such as Germany, Spain, Denmark, have 
already reached a high level of installed wind power capacity, while others 
follow with high rates of development. 

It is technically possible to integrate very large amounts of wind capacity 
into power systems, the limits arising from how much can be integrated at 
socially and economically acceptable costs [2]. 

Wind is a variable resource that is difficult to predict wherefore the 
variability of wind energy presents a special challenge for TSO-s and wind 
park operators. While conventional power plants produce a near constant 
output, the output of a wind power plant fluctuates. As far as the fluctuations 
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cannot be predicted, they create costs for the electricity system (balance 
power purchase etc.) and consumers as well as potential risks to the reli-
ability of electricity supply. 

In general, a high degree of reliability and accuracy is required by wind 
park operators and utility systems for wind park forecasts. The performance 
requirements for a forecasting service are dictated by the needs of both the 
grid owners and the wind generators' operators. The priority is to minimize 
the deviation between forecasted and actual output of the plant. 

A number of methods based physics and statistical techniques incorporat-
ing artificial intelligence are available to deal with the problems on all-time 
scales. The current paper introduces different methods for forecasting wind 
energy generation, presents short-term forecast/actual characteristics of a 
single wind park and the results of preliminary experiments using a neural 
network to predict wind power production. The predictions are compared 
with those of a simple physical model. The results showed useful per-
formance of the neural network model, but also clearly indicate that further 
experimenting is needed before the model can reach its full potential. 

Forecasting methods 

The problem of forecasting wind energy generation is closely linked to the 
problem of forecasting the variation of specific atmospheric variables (wind 
speed and direction, air density) over short time intervals and small spatial 
scales for a small volume of the atmosphere for a variety of time horizons. 

Due to the wide range of spatial and temporal scales that determine the 
variations in generation of the wind energy power, it is necessary to use a 
diverse mix of data sources and types to achieve the best possible forecast 
performance. For wind energy forecasting, the most fundamental type of 
data is the time series of meteorological forecast for entities (like wind 
speed, etc.) and power generation from the wind plant itself [3]. 

 
Forecasting tools and models 

There are two fundamental types of tools used in the forecasting process:  
1) data gathering and 2) data processing. 

The data gathering tools include a wide range of measuring devices that 
provide data to the forecast process. These include measurements made at 
the wind power plant itself as well as those made in the local-area, regional 
and even global meteorological weather systems as inputs to regional 
models. 

The data processing tools serve to transform the measurement data into 
the forecast for a desired period of time. The data processing tools include 
physical and statistical atmospheric models as well as models of the relation-
ship between meteorological conditions within the wind plant volume and 
the plant output (usually referred to as a plant output model) [3]. 
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There are two basic types of wind power prediction models used in the 
wind energy forecasting process: 1) physical models, 2) statistical models. 
There are many types of models within each of these major categories. 

Physical models are based upon the fundamental physical principles of 
conservation of mass, momentum and energy and the equation of state for 
air. These models are actually models specially adapted to simulate the 
atmosphere. These models consist of a set of differential equations that are 
numerically solved on a three-dimensional data grid with a finite resolution. 

Statistical models use statistical techniques to arrive at the connection 
between predicted weather parameters and power output. A large number of 
such techniques exist, some very complex. 

All statistical models require information about the true output of wind 
power for calibrating the model parameters to a particular site or collection 
of turbines. Some models are tuned on a set of historical measurement data 
before being put into operation. Others can take in measurements in the real 
time or near real time and continuously adjust the model parameters to 
improve the predictions. 

In general most of the forecast models have the three following steps in 
common [4]: 

• numerical weather prediction (NWP); 
• wind-to power model; 
• regional upscaling. 
Precisely, the NWP models are invaluable tools for wind forecasting. 

These models predict the evolution and movement of weather systems in 
three dimensions using the physical laws that govern atmospheric motion 
starting from the current known state of the atmosphere. 

A variety of techniques can be applied in conjunction with numerical 
forecast models to help to reduce error in wind energy predictions. Artificial 
Intelligence (AI) software (such as neural networks), which are among the 
newest signal-processing technologies in the engineer’s toolbox, can be 
applied to reduce systematic model forecast error at a given plant location. 

These self-adaptive models learn continuously from past experience and 
are thus able to adjust to changing circumstances, such as seasonal changes, 
small changes in weather model set-up, or even changes to the numbers or 
types of wind turbines. Self-adaption means that the system parameters are 
changed during operation, normally called the training phase. After the train-
ing phase the neural network parameters are fixed and the system is deployed 
to solve the problem at hand (the testing phase). The input/output training data 
are fundamental in neural network technology, because they convey the 
necessary information to discover the optimal operating point. The nonlinear 
nature of processing elements of the neural network provides the system with 
lots of flexibility to achieve practically any desired input/ output. 

The main drawback of the neural network model and other self-adaptive 
models is that they need measured values of the power output in the real or 
near-real time in order to perform the ongoing adjustments. When such 
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measurements are not available, the physically based models can still do a 
very good job. 

 
Wind power variability and uncertainty 

The output of a wind power plant exhibits greater variability and uncertainty 
than that of conventional sources of power generation. Wind plant output 
forecasting helps to manage this variability and uncertainty on all time 
scales. Utilities are also modifying operating procedures, acquiring flexible 
operational generation units and drawing upon their previous experience 
with variability and uncertainty in the system load. 

Wind plant power varies rapidly and frequently in a wide range, as output 
power of those plants is a function of the wind speed in the third power, their 
production is hard to forecast, and they cause various technical problems and 
additional investments in the system. For large-scale wind power production 
coming from different locations, the variability is smoothed and predict-
ability is improved as there are more turbines and wind power plants 
distributed over the area. 

A way of reducing the uncertainty associated to wind power production is 
to use forecasting tools and models. 

There are probabilistic models available for wind power forecasting con-
centrating on the prediction of specific quintiles or intervals. Probabilistic 
forecasting consists in providing the future probability of one or more 
events. In this sense, it is generally opposed to deterministic forecasting, 
where a single predicted value is provided for each considered horizon [5]. 
Probabilistic forecasts can be provided under different forms depending on 
the nature of the variable being forecast. 

The accuracy requirements for wind speed forecasts from today’s NWP 
models can only be met at certain times. This means that the uncertainty of 
the forecast becomes a parameter that is as important as the wind speed and 
wind power itself. To quantify the uncertainty of a forecast valid for 
tomorrow requires an ensemble of forecasts [6]. 

Among the challenges of uncertainty estimation one can consider the 
problem of regional forecasting. In applications with several wind farms, the 
uncertainty metric cannot be combined by simple adding individual wind 
farms. The quantiles of the prediction have to be calculated specifically for 
the new aggregate. 

It is noted that when ensemble predictions are provided as forecasting 
product, it is necessary to have appropriate methods to calibrate and convert 
ensemble power predictions to predictive distributions that can be then used 
to produce prediction intervals or other quantities expressing uncertainty. 

In addition to conventional approaches for uncertainty estimation, new 
complementary tools are proposed today for predicting the level of uncertainty 
in the form of prediction risk indices. Such indices may indicate what is the 
expected predictability for the future period considered based on ensemble 
forecasting [6]. 
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When considering uncertainty it is important to take into account the 
possibility of learning, because this can change the nature of the problem. If 
there is uncertainty and learning together in the forecasting process, learning 
will reduce or resolve the uncertainty. It is best to take account of this in the 
decision problem, because if more insight can be obtained after a number of 
periods, using this additional information in the model will improve the 
decision process (forecast output) [7]. Learning is a continuous process, but 
modeling it as such leads to a very complicated model. 

Nevertheless, the input/output training data are fundamental in all 
statistical models, because they convey the necessary information to learn 
and discover the optimal operating point. There are many algorithms for 
training neural networks through learning. Most of them can be viewed as a 
straightforward application of optimization theory and statistical estimation. 
For advanced wind power forecast systems, the learning sources through 
training are the wind park online measurements (wind park SCADA data). 

Even more different variability and uncertainty factors related to wind 
power forecasting are reviewed in [8]. 

 
Short-term forecasting 

Predicting the wind power production on time horizons from hours to weeks 
ahead is simple in principle. What you need is a general-purpose weather 
model, which predicts the wind and other weather parameters at the site or 
sites in question, and a wind power model, which converts the predicted 
weather parameters into power. 

In the day-ahead time frame, in a market area with a security-constrained 
unit commitment, the market operator will want to know how much wind 
energy is expected to be produced next day on an hourly basis so that the 
thermal generation is not over-committed, which leads to inefficient market 
operation. 

Short-term (“day-ahead”) forecast methods use essentially the same tools 
as very short-term forecast (“next-hour”) techniques. However, there are two 
important differences: 1) the importance of real-time data from the wind 
plant and its immediate environment is significantly reduced when horizon is 
larger; 2) regional and sub-regional simulations with a physics-based atmo-
spheric model play a much more significant role in the forecast process.  

On the side of the actual short-term prediction model, typical error 
sources are the wind speed forecast error, power curve modeling and taking 
into account the stability of the atmosphere. 

In a typical short-term prediction model, the largest source of error is still 
the NWP input. Within the weather forecast, the largest error possibilities are 
due to the (limited) horizontal and vertical resolution of the model, the 
number of weather observations used (especially upstream) and the quality 
of the data assimilation, plus the actual model physics as well. The limited 
horizontal resolution is especially important in complex terrain, which is 
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why wind farms in mountains and, to some extent, near-shore conditions 
show typically higher errors than wind farms in easy terrain [6]. 

Practice patterns of short-term wind generation forecast 

Description of wind park forecasting models 

As a reference forecast, power predictions generated with a very simple 
physical model was used. This physical model* converts the predictions of 
regional numerical weather model† what gives out a weather model 
predictions of wind speed at the 10 m level adjusted to hub height using a 
logarithmic wind profile, and the wind speed thus obtained was then 
converted into power using the nominal power curve. 

The forecasted wind park output power could be described as 
 

( ) ( ) 1 2( ), ( ) ; 1,...,24vP t P v t t a D t a tβ= + ⋅ + ⋅ = ,                 (1) 
 

where ( )P v  – generator power curve; v  – wind speed, vD  – wind direction, 
β  – site singularity (roughness, etc.), 1 2,a a  – multipliers. 

The second wind forecast model based on Artificial Neural Network 
(ANN)‡ uses online power measurements from the wind turbine SCADA 
system as input combined with highly accurate wind (direction and speed) 
and weather forecasts (pressure, precipitation and temperature). The program 
is based on AI (neural network) [9] in order to make the best power 
predictions through learning. 

The weather forecasts for ANN are based on very accurate NWP models, 
with additional input from all available satellite and radar information, as 
well as conventional real-time observations. The data flow in the forecast 
system is depicted in Fig. 1. 
 

 

 

 

Fig 1. Graphical illustration of data flow in Advance Forecast System 

                                                 
* EMD International A/S 
† Estonian Meteorological and Hydrological Institute (EMHI) 
‡ Wind Power-Forecast Program (WP-FP) by Vejr2-Frontweather A/S 
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The forecasted power with ANN could be described as 
 

( ) 1 2( ( ), ( ), ( ), ) ( ); 1,...,24p v w mP t a P D t v t C t t a P t t= ⋅ + =           (2) 
 

where pP  – predicted power, vD  – wind direction, v  – wind speed, wC  – 
coefficient witch takes into account weather forecasts (air pressure, 
precipitation, temperature), mP  – the measured power from wind farms and 

1 2,a a  – multipliers. 
In order to establish a system with the highest performance, data from the 

turbines are required. With the optimal turbine information, both historical 
and online, the day-ahead wind power forecast will have around one percent-
point lower mean absolute percentage error (MAPE) on a monthly basis 
compared to our physical models. This information is used for training the 
network with respect to historical NWPs. On a daily basis, online power and 
meteorological input will result in a higher performance of the system 
forecasts. Turbine data in ten minutes resolution will result in the best 
possible wind power forecasts. 

The ANN model is trained with the historical series of predicted meteoro-
logical parameters and measured wind power data. By performing the 
training session, the system learns the correlations between each meteoro-
logical time series and the historical wind power output, and therefore, by 
applying these correlations to the weather forecast time series, it will provide 
the wind power prediction output. The training is done for every turbine, one 
by one. 

Previous training finds the local variation with respect to specific weather 
situations and local surroundings, and systematic deviations in the numeral 
weather predictions are detected. After the learning period the operational 
system is programmed to learn from all data input, and new turbines can also 
be included. The system has several post-processing algorithms, taking care 
of for example cut-off effects in connection with storm and freezing rain. 
New turbines with no historical data are set up with a physical model in the 
first phase. The forecast system is trained for every 15 degrees wind 
direction, giving 24 training directions for each turbine. 

When looking ahead, the neural model should more effectively manage 
the daily forecast challenges and decrease the cost of imbalance and also 
makes available very short-term (“next hour” or 2 hours ahead) forecasting. 
As the MAPE of very short-term forecasts is typically in the range of 5% to 
15% [2], therefore such prognosis implementation in the near future has 
large impact for accurate forecasting. 

 
Evaluation of wind power forecasting 

As test case we used data from an onshore wind power plant in Paldiski, at 
the tip of the Pakri peninsula, having a total capacity of 18,4 MW. The study 
period was one year beginning form June 2007 and during different time 
periods, one physics based forecast model and one ANN forecast model 
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were introduced. Power output data and information about wind turbine 
availability were available in 1-hour resolution. 

Illustrative wind park production forecast/actual comparison is shown in 
Fig, 2. 

 
 

 

Fig. 2 Wind power predictions and actual production for Pakri wind park, August 
2007. Time series plot, 0–24 hours. 
 
 

From the whole test period, some reference days where chosen to 
calculate different prediction characteristics. The primary results are pre-
sented in Table 1. 

Table 1. Different prediction characteristics for the selected days 
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18.10.2007 5.50 1.18 –0.54 1.46 –1.45 4.94 0.34 0.84 1.00 0.65 
  8.11.2007 5.58 1.21 1.63 0.88 0.29 2.22 0.61 0.69 0.99 0.88 
23.12.2007 6.00 1.41 2.18 1.17 3.09 1.62 0.73 0.62 0.99 0.55 
14.01.2008 7.50 0.72 2.48 1.29 –3.73 3.32 0.63 0.47 0.74 0.61 
20.01.2008 11.92 2.36 1.30 1.04 2.17 3.09 0.76 0.93 0.69 0.89 
28.02.2008 10.00 1.41 –2.23 1.88 –1.01 1.82 0.63 0.47 0.91 0.74 
13.03.2008 4.21 0.98 2.31 1.19 0.88 0.82 0.94 0.39 0.20 0.86 
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It is notable that presented characteristics involve uncertainty on a large 
scale. There are many different factors what could cause the inaccurate 
forecast. Therefore, it is very hard to link each variation with a certain factor. 

Still, it could be pointed out that weather forecast accuracy holds a key 
factor in short-time forecasting. As wind generator output power is basically 
cube root reliance from the wind speed, then even a slight difference in wind 
prognosis could cause wide production difference. For example, if there was 
hourly forecasted wind speed 5 m/s but actual speed was 2.5 m/s, the 
production bias was already 1 MWh, which had to be covered by expensive 
balance power. 

In brief, the general forecasting errors could caused by: 1) inaccurate 
wind prognosis; 2) insufficiently calibrated power forecast model; 3) human 
factor (forecaster); 4) insufficient planning of wind park maintenance. 

A summary of the results of one-year forecast performance is presented 
in the following table. Table 2 gives monthly values of the mean absolute 
error as percentages of the total installed power for the first 24 hours in 
hourly resolution. 

 

Table 2. Wind power forecast performance results with simple physical model, 
June 2007 – February 2008 

Parameter Jun Jul Aug Sep Oct Nov Dec Jan Veb 

MAPE, % 16 15 14 19 12 18 21 29 17 

 
 
It is noticeable that two-month MAPE values are above reasonable. 

Commonly, it is acceptable, if MAPE is 20% at the maximum [8], while 
some errors in high wind might be as large as 35% or more [10, 11]. Level of 
accuracy should be improved when combining predictions for larger areas.  

The results of wind power forecast performance with ANN model were: 
the average MAPE 16%, the minimum MAPE was 14% and maximum 
MAPE 18% (results of spring 2008). 

Apparently, here the errors are generally smaller than those shown in 
Table 2. The neural network engine is in average 3% better than the ordinary 
forecast model/approach. 

Neural network system has currently its own weaknesses. Namely, the 
information on the real-time wind turbine availability is not yet fully 
available for Pakri wind park. The algorithm is currently in development and 
testing and was not used in the results reported in this paper. The current 
limitations introduce obvious sources of error in the forecast (and the 
training data for the learning system), so the results are expected to continue 
to improve as this limitation is addressed. 

More solid reviews and analysis related to the wind power short-term 
forecasting/wind energy trading could be found in [12–15]. 
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Conclusions 

As the amount of wind energy production grows in proportion to the electric 
load and other resources in the generation portfolio, operations become very 
sensitive to errors in wind generation forecasting. 

The accuracy of wind power forecast is directly connected with the need 
for balancing energy and hence with the cost of wind power integration. For 
a time scale from some hours to two days additional conventional reserves 
have to be kept ready to replace the wind energy share in case wind speed 
decreases. Consequently, a large amount of research has been directed 
toward the development of good and reliable forecasts of wind power in 
recent years, and many different forecasting systems with different 
approaches have been developed. 

There is a large and diverse pool of tools that can be used to generate 
wind energy forecasts. The future challenge is to use the optimal set of tools 
and configurations for a specific forecast application. 

The majority of operational prediction models were initially designed to 
provide deterministic forecasts, in the form of a unique value for each hour 
of the prediction horizon. As the wind penetration increases, end-users 
would require complementary information on the uncertainty of such 
forecasts. 

Generally, however, for time horizons beyond a few hours it is the quality 
of the input data from the weather models that limits the quality of the wind 
power predictions. Therefore any error made by meterology is critical for 
wind power prediction, and when wind data input is not accurate, there will 
be forecast errors which lead to an  inaccurate generation prediction. Same 
principles stand for wind power model accuracy. 

The dynamics of meteorological processes is strongly influenced by the 
available energy. The accuracy of a specific power prediction can be 
described quantitatively in terms of the power curve and the mean error of 
the underlying wind speed prediction. 

From the two model performance results shown, the following conclusions 
can be drawn: 

• The physical model performs below average; 
• The neural network model performs slightly better than a simple 

reference forecast, demonstrating the superiority of the ensemble and 
learning system approach over a single-model forecast; 

• Good-quality training data, including availability data, are essential. 
As for the moment, the access to real-time data on wind plant output, 
including curtailments and outages, is limited, it will directly dictate 
the accuracy of the forecasts; 

• Further experiments are needed in order to obtain good setup of 
neural network and good forecast. The biggest potential for further 
improvements will be in the very short term prediction up to a few 
hours ahead. 
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