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Abstract. The realization problem of nonlinear time-varying input—output equations is considered. Differentials of the state
coordinates, necessary for realization, are determined by the vector space of differential one-forms, spanned over the field
of meromorphic functions. Formulas for computing the basis one-forms are given, based on the Euclidean division of non-
commutative polynomials. Moreover, it is shown that in the case of a reducible system, the subspace admits a basis with certain
structure, explicitly related to reduced input—output equations.
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1. INTRODUCTION

Transforming the input—output (i/0) equation, describing the control system, into the state-space form is
known as a realization problem. Note that the problem for the time-invariant nonlinear case has been studied
extensively [3,4,7-9,15,19]. In particular, the papers [4] and [3] suggest two alternatives to finding the basis
of the vector space that defines the state coordinates. In both cases explicit formulas for basis vectors are
suggested. The first method relies on the Euclidean division of non-commutative polynomials. The second
method is based on the concept of adjoint polynomials. The first method is, up to the computations involved,
similar to that for commutative polynomials and therefore intuitively understandable by engineers, familiar
with linear systems. The concept of adjoint polynomial is far less popular. For this reason, the first method
is chosen for the extension to the time-varying case.

The main goal is to find the state coordinates, necessary for deriving a realization. The algebraic
approach of differential 1-forms is used. It is extended from the time-invariant case in [7] to the time-varying
case in [16]. The solution is given in Theorem 2, generalizing the polynomial formulas from [4] to time-
varying systems. The difference which makes this extension non-obvious is that a time-invariant system is
described by two non-commutative polynomials while a time-varying system requires three polynomials,
and the third one has to be incorporated into the analysis. The proof of Theorem 2 is completely different
from its counterpart in [4].
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As a byproduct, Theorem 3 shows that in the case of a reducible i/o equation the subspace, determining
the state coordinates, admits a basis with a certain structure, explicitly related to the reduced i/o equation.
At first sight, it may seem that this result allows also finding the state coordinates for the reduced system,
but actually it is not so, as in practice the equation of the reduced system is usually not known. However, the
main value of this structure is its theoretical insight as it enables one to prove the other results, for instance,
on the minimal realization [12], and is completely new even for time-invariant systems.

In this paper, the interest is in generic properties that hold on some open and dense subsets of suitable
domains exactly like in [7]. In what follows, our theorems hold generically, which means that for almost
every point of the domain there is an open neighbourhood on which some statement holds or some object is
defined. If one assumes that some rank condition holds generically, the solution exists around almost every
point, though it is not necessarily global (that is, defined almost everywhere).

Finally, note that the realization problem studied in this paper is a special case of a more general problem,
examined in [17] for explicit and in [18] for implicit time-varying systems. The papers [17,18] address
the problem of eliminating the input derivative in the so-called generalized state equations that depend,
besides the input, upon the input derivatives as well. The conditions are given in terms of the existence of a
generalized state transformation such that the transformed equations are in the classical state-space form. It
has been known for a long time (see, for instance, [14,15]) that the i/o equation can be easily converted into
the special and very simple form of the generalized state equations. So, in principle it is possible to derive
the results of Theorem 1 below from the results of [17], taking this special form into account. However,
note that the alternative and direct proof, based on the i/0 equations, is simpler and the main results of this
paper are rather in Theorems 2 and 3, not in Theorem 1. Moreover, the polynomial formulas based on the
Euclidean division algorithm, presented in Theorem 2, cannot be extended to arbitrary generalized state
equations, since they depend on the simple structure, obtained from converting the i/o equations.

The paper is organized as follows. In Section 2 we give a brief summary of the algebraic framework of
differential 1-forms and also recall some basic facts about the theory of non-commutative polynomial rings.
In Section 3 the system reduction and realization are explained. Section 4 presents the main results and
Section 5 gives an example. Finally, Section 6 draws the conclusions.

2. ALGEBRAIC FRAMEWORK

In this paper, two types of single-input single-output nonlinear time-varying system representations are
considered: first, the i/o equation in the form

V(@) = 9, y(0), 3(0) . 3" V(1) u(e), ), o u (1)), (1)

and second, the state equations

(1) = f(6,x(t),u(r)), y(t) = h(1,x(1)), 2)

where u(t) € R is the input, y(¢) € R is the output, x(r) € R" is the state variable, ¢, f, and & are meromorphic
functions in their arguments. For the sake of compactness the argument ¢ in functions y!) (t),u(j) () and
x) (r) for i, j,k > 0 will be omitted from now on. The special case, where the input « is missing in systems
(1) or (2), is not treated in this paper. Sometimes also the i/o equation in implicit form is considered:

ll/(t’y,y’_.,,y(n)’u,l/.[,.,_7u(r)):0’ (3)

where w(-) =y — ¢(-). Additionally, assume that y(-) and f(¢,x,u) (in their expanded form) do not
include the terms, depending on ¢ only. This requirement is consistent with linear theory. Below we briefly
recall the algebraic framework of differential 1-forms from [7], extending it to the time-varying case, i.e.
for the case when the system equations depend explicitly on time ¢. The approach of 1-forms is based on
the idea of working with differentials of nonlinear system equations rather than with the original equations
themselves. This allows linearization of the intermediate computations.
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2.1. Differential forms

Let 7 be the field of meromorphic functions in a finite number of independent variables from the set
{z, YO0 < nu® k> 0}. The variable v is considered to be a dependent variable according to (1) and
as such is substituted by ¢ (z,y,...,y" U, u,...,ul")). The variables y**9), ¢ > I are substituted by ¢(9)(-);
if necessary, repeated substitutions are applied. The derivative operator % : K — J is defined by

%(yw)) =y =0, .n—2, %(y“*”) =¢(-),
& () =ut k>0, Sy=1.

The pair (% , %) is a differential field, see [11].
Over % a vector space & :=sp, {d{ | { € %} is defined. Consider a 1-form @ € & such that
o0 =Y,0,d;, 0;, € A . Tts derivative @ is defined by & = Y ;(&,d; + aidé,-). The space & is closed under
the operation %). One says that w € & is an exact 1-form if ® = do for some o € #. A 1-form @ for
which d@ = 0 is said to be closed (locally exact). A subspace ¥ is said to be closed or completely integrable
if it admits locally an exact basis ¥ = sp ,{d{,...,d,} [6]. The integrability of ¥ = sp ,{®,...,®,}
can be checked by the Frobenius theorem: ¥ is completely integrable if and only if dw; Awy A ... A @, =0
fori=1,...,r. Here d is the exterior differential operator and A denotes the wedge product, see [6].

2.2. Polynomial framework

Next, the algebraic approach of 1-forms is supplemented by the theory of non-commutative polynomial
ring. Polynomials allow representing the 1-forms as well as the operations with them in a compact form;
such tools have been used to address many problems for nonlinear time-invariant systems [3,4,10,20].

The field 2#" and the operator d% induce a non-commutative ring of left differential polynomials % [s].
A polynomial p € ¢ [s] can be uniquely written as

p ="+ s L pis+ po,

where s is a formal variable and p; € £ for i = 0,...k. Polynomial p # 0 if and only if at least one of the
functions p; is non-zero. If p; # 0, then the integer k is called the degree of p and denoted by deg p. We set
additionally deg) = —co. The polynomial p is called monic if p, = 1. The addition of the polynomials is
defined in a standard way. However, for a € 2" C % [s] the multiplication is defined by the commutation
rule s-a := as+ a. The application of the (left) Euclidean division algorithm to the polynomials p,q (¢ # 0)
allows one to find a,b € ¢ [s], degb < deggq, such that p = ga+ b, see [5]. Then a is called the left quotient
and b is called the left reminder for p and gq.

A left differential polynomial a € ¥ [s] may be interpreted as an operator! a(s) : & — &. Define for
dy,du,dr € &

. d Y . d y . d
sdy := ady =dy, sdu := gdu =du, sdt := Edt =0. 4)

It is natural to extend (4) for a = YX  a;s' as a(s)(adl) := ¥* yai(s’- «)d¢ with a;,a € # and d¢ €
{dy,du,dr}. Using (4), every 1-form ® = Zlfxzo agdy(® +Zf3:o bﬁdu(ﬁ) +codt € &, where aq,bg,co € A,
may be expressed in terms of the left differential polynomials as @ = Zl&:o ags*dy+ Zf; —obp sPdu+codr :=
a(s)dy+b(s)du+cdt, where a,b € J#[s] and ¢ = ¢o € X . It is easy to see that s = @, for ® € &.

' We write a (without argument) for the left polynomial and a(s) for the respective operator, acting on &.
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By applying the operator d to equation (1) we obtain

Lt P 1 SN 1)
3= dy® (i) _ D_294 =
@ :=dy 12:0: 550 dy JZZO: 5 oy d 5 dr=0, (5)

called the globally linearized i/o equation. Moreover, @ is called the differential form of system (1). The 1-
form @ can be represented in terms of three non-commutative polynomials from the ring .# [s] by rewriting
(5) as

® = p(s)dy+q(s)du+ pdr =0, (6)
where
ST S VRN
=s"—) —s', g=— ~s/. p=——. @)
P ; PRGMR ;) oy P T T

Note that p is a polynomial of degree O (function in JZ"), thus p in (6) does not depend on the polynomial
variable s.

3. REDUCTION AND REALIZATION
3.1. Reduction

If the 1-form @ satisfies @ = y(s)w,y € % '[s], and degy > 1, then 7w € & is called a reduced 1-form of @.
As claimed in [12], the one-form 7 is exact or can be made exact by multiplying it by an integrating factor
o € ' see also [2] for the time-invariant case. Thus we may write ocr = d¢ and

®=y(s)a”'dp, o € K, degy > 1. ®)
If (8) holds, then there exist a function F and non-zero k = k(t,u,u,...) € £ such that

‘l’:kF(‘Pa‘P?(PM)a v=l, )

(see [19], Lemma 6.2). In order to construct a new reduced system from ¢, we make the following technical
assumption.

Assumption 1. F(0,...,0) =0.

This assumption has been made in most papers in the literature and it means that zero is a solution of
the autonomous differential equation F(¢, ¢ ..., (p(")) = (. If a function ¢ in (9) (or equivalently in (8))
satisfies Assumption 1, then ¢ is called a reduced variable of (1) and system ¢ = 0 is a reduced i/o equation.

3.2. Realization

The set of equations (2) is called the nth-order state-space realization of the nth-order i/o equation (1) if both
equations have the same solution sets {u(z),y(¢),# > 0}. Observe that this definition covers only realizations
with state dimension equal to the order of the i/o equation. In principle, realizations with lower (or higher)
dimension are also allowed. If the i/o equation is reducible, then the realization of the reduced equation is
also considered a realization for the original system.

To find the realization of the i/o equation (1), we follow the approach from [7] and generalize some
notions and constructions from the time-invariant to time-varying case, as done in [13].
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The relative degree & of a 1-form @ € & is defined to be the least integer such that (&) ¢
sp{dt, dy,... ,dy(”*l),du, el ,du(’)}. If such an integer does not exist, we set & := co. Next, we define
for equation (1) the sequence of subspaces 7%, of & by the recursive formula

A = sp {dt, dy, ..., dy" Y du,... du},

. (10)
I ={we | oec A}, k> 1.

It is obvious that the sequence (10) is decreasing. Denote its limit by 7% so that 4 D -+ D JGx D ey | =
g =+ =1 Hoo.

Lemma 1. Each % contains the 1-forms with relative degrees equal to k or higher than k (with respect to
input ul V),

Proof. From the definitions of relative degree and the vector space 771, the claim of the Lemma is equivalent
to the following statement: ® € % = w*~! € 4. This claim can be easily shown by mathematical
induction. The statement is obvious for k = 1; assuming that it holds for k, we prove it for k+ 1, i.e. we
show that @ € J4..| = ok e 7. By (10), the one-forms @ € %, C % and by assumption of the
induction ®*~1) € 4. Due to (10), @ is also in .54, therefore 0*) € 4. O

The subspace %, contains 1-forms with infinite relative degree so that these 1-forms will never be
influenced by the input of the system. Note that the 1-form dr always belongs to 7%, since it has infinite
relative degree. Like in the time-invariant case, the subspaces .77 are, in general, not integrable, i.e. they do
not admit an exact basis.

Proposition 1. The subspace %%, of system (1) is integrable.

Proof. We first find the extended system of (1) as done in [7] for time-invariant systems and define the state
variables as z; :=y,...,2, := y(”_l),an = Uy Zpgst] = u®) and the new input variable v := ubTh . We
additionally introduce a state variable z,4 7 :=t. In these variables system (1) can be rewritten in the form
of time-invariant state equations as

21 = 22,

Z'n = ¢(Z15 v vZn+s+2)’
Zn+1 = Zn+2, (11)

Ings = Zn+s+1,

Ints+2 = 1.

The subspace .7%, computed for (11) is integrable by Proposition 3.3 of [1]. Thus JZ, computed for (1) is
also integrable since the subspace 7%, can be identified for system (1) and its equivalent representation (11).
g

The reduced 1-form of (2) is defined as the reduced 1-form of its i/o equation.

Lemma 2. The I-form @ € J¢, if and only if @ is a linear combination (over & ) of reduced 1-form(s) of
(1) and dt.

Proof. As in the proof of Proposition 1, we can rewrite equation (1) in the form of time-invariant state
equations (11) and apply Proposition 3.12 of [7]. O

From (10) it follows that the subspaces .7, k = 1,...,r+ 1 have the following structure:

A= A}y ®sp{du,du, ..., dulF+DY, (12)
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Theorem 1. The i/o equation (1) has the state-space realization in the form (2) if and only if the subspace
FE1 2, computed for equation (1), is completely integrable. Moreover, the state coordinates for a realization
can be found by integrating the basis 1-forms of 6 1».

The proof of the Theorem is given in [12].

4. MAIN RESULTS

Introduce the 1-forms which simplify the computation of the subspace .77, for system (1). These 1-forms
help to construct the nth-order state-space realization of the i/o equation (1). Let

a)g::pg(s)dy—l—qg(s)du, t=1,...,n, (13)
where p, and g, are polynomials, which can be recursively calculated from the equalities

pi—1 = spi+ky, degky=0,

g1 = Sqr+A, deghy =0 (14

with the initial polynomials pg := p, go := ¢, given by (7). Note that the 1-forms @, = 1,...,n do not
include the term analogous to pd¢ in (6). The reason is that 1-forms w, will be used below as basis vectors of
the subspace .77 1;. Since the 1-form dt is present in all subspaces, and naturally the linear transformations
(over ¥") with basis one-forms are allowed, there is no need to include such a term in @y.

Theorem 2. For the i/o model (1) the subspace
’%’+2:Sp.){{dt7wl7"'?wn}7 (15)

where O ..., ®, are defined by (13), (14).

Proof. First, we show that the 1-forms @, € %, for = 1,...n. Due to Lemma 1, it is sufficient to show
that the relative degree of @y is greater than or equal to »+ 2. That is, by the definition of relative degree,
r+2 is the lowest integer such that (oérﬂ) may depend on du"*1). Alternatively, one has to show that a)é(rﬂ)

does not depend on du"+1. From (13), (14)
@1 = s[pi(s)dy+qi(s)du] = p(s)dy+ g(s)du — (k1dy + A1 du).
Regarding that p(s)dy+ ¢g(s)du = —pdt by (6), we obtain @, = —pdt — (k;dy + A;du) and
a)l(r+1) = —p"dr — (rydy+ A du) .

In a similar vein one can show that a)z(rH) = —pU=Ddr — (xdy + A1du) =Y — (x2dy + Aodu)") and, in
general, for £ = 1,...,n one has

w{gr+1) _ _p(r—é+1)dt _ Z(Kidy—l-lidu)(r_éﬂ)-
i=1

This proves that @y,. .., ®, € 5.
Second, we show that in %, there is no other 1-form, linearly independent of dt, @, ..., ®, over
. On the one hand, ®i,...,®, are linearly independent over .# due to the construction (14), where

degpy = n—{ and all p, are monic. On the other hand, .7, has a basis consisting of exactly n basis
1-forms, in addition to dz. This can be deduced from the fact that #{ has, by (10), n+ r + 2 basis 1-forms
and from the structure (12) the number of basis 1-forms always decreases by 1, when stepping from J#; to
Fly1, k=1,...k*. This follows from dimu = 1. g
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Remark 1. In principle, one may also consider in (6), instead of p € J#, a polynomial in the form
p = prsk 4+ -+ p1s+ Po, since p(s)dr = pods. One may compute the left quotients py, £ = 1,...,n
analogously to (14) and define 1-forms @, := py(s)dy + q¢(s)du + pe(s)de, resulting in alternative basis
1-forms. The respective state coordinates yield a correct realization in the sense that state elimination gives
back the original i/o equation (1). However, the realization has the form x = f(¢,x,u) + £(¢), i.e, it does not
satisfy the assumption made after equation (3). Moreover, when constructing the basis for /%, one can
simplify the basis using linear transformations over . . Since dt € .71, the result coincides with the basis
computed by (13).

Theorem 3. [fthe i/o equation (1) has a pth-order reduced equation ¢ = 0, then the subspace ¢, for (1)
can be represented as

Sy =spp{dt, @y,..., 0, dg,... ,de" H D}, (16)
where @, ...,y are computed by (13), (14) for the reduced equation ¢ = 0.

Proof. The proof is based on Theorem 2 and for the sake of simplicity it will be given for the case  =n— 1.

First, we show that dQ, @y,..., @, € F 4.

Obviously, d¢ is a reduced 1-form of (1) and due to Lemma 2, d¢ € J%,. Since J%, C 74, for k < k*
one obtains do € J7 ;.

In order to show that @, € J74,» for £ = 1,...,n— 1, we compute the relative degree of @; in
the space &, associated with (1). To that end we prove that (T)érH) does not depend on dul"*V. Let

de = p(s)dy+ G(s)du+ pdr. By (13), (14),
@, = p(s)dy+g(s)du— (K dy+ Aidu) = de — pdr — (K dy + A;du). (17)

Unlike in the proof of Theorem 2, we cannot assume d¢ = 0 here, since we are working in the space &,
associated with system (1). Differentiating (17) with respect to time yields

G = dp — pdr — (Rydy+ Aydue) V. (18)

The term d¢ is no more independent of dg. Due to the decomposition y) — ¢ =: y = F (0,9) =0 (we
take k = 1 in (9) without loss of generality), we have
JdF JdF
dy = =—d —d¢ =0.
y 99 ®+ 99 ¢

Assuming dF /d ¢ # 0, we can write

dF /d¢
dol) = — do.
¢ FTIET 2ad
Similarly, the higher-order derivatives are also written as d(p(k) =Ade fork > 1, where A, € % is computed

recursively from Ay = Ay_ +A A starting from A} = — g%gg. Differentiating (18) r — 1 times yields

& = A,dp — pUdr — (Rydy + Aidu) .

In this manner one shows that

4
(bér—i—l) =A, g 1de — p(r—f-‘rl)dt _ Z(f(tdy"‘ Ajdu)(r_“—i)
i=1

for £=1,...,n— 1. Since the highest input derivative in ¢ is "), the 1-forms (T)érﬂ) do not depend on
dur D).
Second, we show that there are no other 1-forms in .77/, linearly independent of d¢,d¢, @,..., ®,—

over % . It can be done like in the proof of Theorem 2. Additionally, we have to show that the 1-form d¢ is
linearly independent of @;,...,@®,_; over % . It is really correct since degp = n — 1 and p is monic. O



214 Proceedings of the Estonian Academy of Sciences, 2018, 67, 3, 207-216

5. EXAMPLE

Example 1. Consider the control system described by the i/o equation
v =y W) £ 20y + 20y + 2yii + 2095 + 25 + iy + 1yt = 0. (19)
The 1-form dy = p(s)dy + ¢(s)du+ pdt, where
p =t + (2 1) s® + 2(st +tii)s + 2t1 + 2ii + 17,
q = 1ys> +2(y+1y)s” + 21y + 2y +1)s,
p = 2yii+ iy +y (20 + ).

Then one can compute by (14), for polynomial p(=: py) recursively the left quotients and remainders

p1 =5+ (2+tit)s + 1t +tii, K1 = 2tu,
pr= > +241u, K =0,

p3 =S, K3 = 2 +tu,
pa=1, Ky = 0.

For g(=: qo) one obtains analogously

q1 =1ys> + (y+1y)s + 21y, M= =2(y+1y),
q2 =1ys, Ay = 2ty,

q3 =ty, Ay = —y—ty,

g4 =0, Ay =ty.

By (13) the 1-forms

o = dY + (24 ti)dy + (11 4 tii)dy + rydii + (y 4 1y)dit + 2t ydu,
= dj+ (2+tu)dy +tydu,
w3 = dy +tydu,
w4 = dy.
Since for system (19) n =4 and r = 3, the subspace, necessary for finding the state coordinates is, according
to Theorem 1, /7., » = .7#435. By Theorem 2 the subspace .73 = sp - {dt, @, 0y, 03, @4 }. The differentials of
the state coordinates can be chosen as
dx; = w4 =dy,
dxy = uydr + w3 +tuws = d(tuy +y),
dx3 = yudt + w; — 204 = d(tyu + ),
dxg = (ay + yid)dt + 0 — 23 = d(tiy + i+ tyii + V),

and the realization of (19) is

X1 = Xxp —tuxy,

X = uxy +tu(xy —tuxy) +x3,

X3 = X4,
X4 = —2x3,
y =X,

where x| =y, Xo = tuy +y, X3 = tyi + ¥, x4 = tuy +yi +tyii+ V.
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To illustrate Theorem 3, we also compute the basis of .75 using the reduced equation. For this example
the autonomous differential equation (9) has a form y = $ +2¢ = 0, where the reduced variable ¢ = ji+tyui.
The polynomial representation of the reduced 1-form is

do = p(s)dy +q(s)du+ pdr,

where
p=s>+ui, G=tys, p=yi.
By (14) one can compute for p(=: py) and G(=: go) the polynomials
P1=S5, kl:tuv g1 =1y, 2’l:_y_tya
=1, K =0, 4> =0, Ay =1ty.

Thus
O = dy+tydu, @ = dy.

By Theorem 3 we have got another basis for .75, computed for (19): % = sp ,{dt, @, @>,d@,d¢}, where

do = dj 4+ tudy 4 tydu + yudte,
d = dY +tudy + (it + tii)dy + tydii + (y + ty)du + (i2y + yii)dz.

This basis satisfies the relations

s, do = @, — 2wy + yudt,
oy, de = @0 — 203 + (yu+ yii)dt.

§1 §1
1

6. CONCLUSIONS

The method for finding the state coordinates, necessary for the realization of time-varying nonlinear system
(1), is presented. We have also shown that in case of the reducible i/o equations there exists an alternative
basis for .77, associated explicitly with the reduced equation. This result is new even for time-invariant
systems. It has turned out to be useful to establish realizability conditions [12], where the dimension of the
realization may also be lower or higher than the order of the i/0 equation.
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Mairkusi ajast ilmutatult soltuvate mittelineaarsete siisteemide realisatsiooni kohta

Ulle Kotta, Claude H. Moog ja Maris Tonso

Juhtimisteoorias tuntakse realisatsiooniiilesande all sisend-véljundvorrandite teisendamist olekuvorrandi-
teks. Teisenduseks vajalike olekumuutujate diferentsiaalid on médratud teatava vektorruumiga iile mero-
morfsete funktsioonide korpuse, vektorruumi baasi elementideks on diferentsiaalvormid. Nende arvutami-
seks on leitud valemid, mis pohinevad mittekommutatiivsete poliinoomide jadgiga jagamisel. Lisaks on
niidatud, et taanduva siisteemi korral leidub alamruumil baas, mis on otseselt seotud taandatud siisteemi (ja
mitte esialgse siisteemi) vorranditega.



