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Abstract. Climate change has been shown to impact aspects of agriculture and phenology. This study aims to quantify changes  
in the timing of garden strawberry blooms and harvests in the Baltic States using Regional Climate Models (RCMs). First, 
parameters for a strawberry phenology model based on the growing degree day (GDD) methodology were determined. Growing 
degree days were calculated using a modified sine wave method that estimates the diurnal temperature cycle from the daily 
maximum and minimum temperature. Model parameters include the base temperature and the required cumulative GDD sum, 
estimated from phenological and meteorological observations in Latvia for the years 2010–2013 via iterative calibration. Then an 
ensemble of bias-corrected RCM results (ENSEMBLES project) was used as input to the phenological model to estimate the 
timing of strawberry phenological processes for the years 1951–2099. 

The results clearly show that strawberry phenological processes can be expected to occur earlier in the future, with a significant 
change in regional patterns. Differences between coastal and inland regions are expected to decrease over time. The uncertainty of 
the results was estimated using the RCM ensemble spread, with northern coastal locations showing the largest spread. 
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INTRODUCTION 
 
Climate change has a direct and significant impact  
on vegetation phenology. Changes in growing season 
length and earlier onset of phenological events, such as 
leaf-out and blossoming of trees, crop stem elongation 
and green-up of land surface, have been documented in 
recent reviews (Cleland et al. 2007; Richardson et al. 
2013). The length of the growing season and the timing 
of phenological events are directly linked to temperature 
change (Ahas et al. 2000; Chmielewski & Rötzer 2001; 
Linderhorm 2006; Fu et al. 2013). 

Agriculture has been widely recognized as one of 
the sectors of the economy that will be affected by 
climate change (e.g. EC 2013), and the consideration of 
possible adaptation strategies requires robust scientific 
data. However, the assessment of possible impacts  
is complicated by the wide range of interconnected 
processes that are both relevant to agriculture and 
projected to be altered by climate change, e.g. water 
availability, land use and ecosystem properties (Falloon 
& Betts 2010). 

The impacts are regionally varying; thus, projections 
for northern Europe suggest increased crop productivity 
and possible introduction of new crop types when suit-
ability ranges extend northwards (Falloon & Betts 2010). 
In the northern Baltic Sea region the growing season  

length is one of the main limiting factors on agriculture 
(Krug et al. 2015). However, it has been shown to  
be increased recently by earlier spring events and is 
projected to increase in the future also by autumn starting 
later (Christidis et al. 2007). 

A wide range of indices have been proposed for  
the definition and quantification of the growing season 
length. They can be derived directly from meteorological 
events (e.g. frost-free days) or related to phenology or 
the hydrological cycle (Christidis et al. 2007). 

The impact of climate change on the timing of plant 
phenology varies seasonally (depending on whether the 
plant blooms in spring, summer or autumn) and also 
between different plant species (Cleland et al. 2007; 
Richardson et al. 2013). Variation in the timing of 
phenological processes for different species is important 
in ecosystem ecology (Cleland et al. 2007). 

A number of studies have addressed the timing of 
phenological processes in the Baltic countries. These 
studies analyse past observations of phenological events 
and use this information to either analyse changes or 
develop phenological models of trees, crops, potatoes 
and other plants (Ahas 1999; Ahas et al. 2000; Kalvāne 
et al. 2009; Kalvāns et al. 2014). 

The mathematical modelling of phenological 
processes is not only useful but in some cases quite 
indispensable. Models can be used to estimate past 
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phenological data when observations are lacking or to 
account for spatial differences. Importantly, modelling 
is the only method that may provide future projections 
(Jaagus & Ahas 2000; Cleland et al. 2007). Thermal 
time models are widely used in vegetation phenology 
(Cleland et al. 2007). They are based on the accumulation 
of growing degree days (GDD) or heat units. The  
GDD methodology consists of defining a constant base 
temperature (e.g. 0 °C) and then calculating the sum 
(integral) of those temperatures that exceed the base 
temperature in the temperature time series. The pheno-
logical event takes place when after a certain starting 
date a specified GDD amount has been accumulated. 
Therefore each GDD model has at least three parameters – 
the base temperature, the number of GDD that needs to 
be accumulated and a starting date. The input data for 
thermal time models consist of temperature time series.  

General Circulation Models (GCMs) form the basis 
of future climate projections, however, they have 
insufficient spatial (grid) resolution for impact studies 
(Flato et al. 2013). Dynamical downscaling using 
Regional Climate Models (RCMs) is widely used  
to estimate the agricultural impacts of the climate  
change, for instance wheat yield, maize suitability, grass 
production, growing season length (Olesen et al. 2007; 
Kristensen et al. 2011; Ahmed et al. 2013). 

The GCMs and RCMs represent the physical 
understanding of the climate, and although RCMs have 
shown reasonable performance representing the climate, 
they are known to have systematic biases that need to be 
addressed before applications (Teutschbein & Seibert 
2012). The methods that compare and link model results 
with observations are called Model Output Statistics 
(MOS) methods that are part of the statistical down-
scaling. These methods either assume that the difference 
between models and observations in the future remains 
the same (bias correction methods) or that the increase 
in parameters shown by models should be applied to 
observations (delta change) (Wibig et al. 2015). 

Strawberries are a commercially significant berry 
crop in the Baltic States and most produce is locally 
sold fresh. The short production period makes the 
timing of strawberry harvests important and there is 
interest in early and late cultivars (Laugale & Lepse 
2007). In the region the production of organic strawberries 
also takes place responding to environmentally conscious 
consumers that are looking for (but not always receiving) 
health benefits or better taste (Tõnutare et al. 2014). 

The aim of this study is to evaluate the possible 
impact of climate change on the timing of the pheno-
logical process using garden strawberry bloom and fruit 
ripeness times as examples. The GDD methodology  
is employed. The temperature-based model is chosen 
following the suggestions in Cleland et al. (2007) of 

temperature being widely recognized as a significant 
factor in plant phenology. Other parameters such as CO2 

concentration and changes in rainfall have shown no 
influence (or only species- or region-specific impact)  
or have unclear or conflicting evidence about their role, 
while the inclusion of the photoperiod in phenological 
models requires further research (Cleland et al. 2007). 

The study consists of several parts. First, the 
parameters for the strawberry development phase GDD 
model were estimated by combining meteorological 
temperature and phenological observations. Second, the 
bias-corrected RCM model ensemble data from the 
ENSEMBLES project under the A1B emission scenario 
(van der Linden & Mitchell 2009; Christensen et al. 
2010) were used to calculate the timing of strawberry 
development for the period 1951–2099. Time slices for 
the past (1951–1980), present (2001–2030) and future 
(2070–2099) were visualized to analyse the spatial 
differences. Third, six locations representing coastal and 
inland climate were chosen for a more detailed analysis 
including the investigation of uncertainty. 
 
 
DATA  AND  METHODS 

Data 
 
Meteorological observations 
 
The hourly air temperature observations for the years 
2010–2013 were acquired from the Latvian Environment, 
Geology and Meteorology Centre for all available Latvian 
meteorological stations (see Fig. 1). Minimum and 
maximum daily temperature was calculated from hourly 
data and interpolated using kriging interpolation to the 
strawberry phenology observation locations (see Fig. 1). 
 
Strawberry phenology observations 
 
Observations of strawberry phenological processes for 
the years 2010–2013 were obtained from the Latvian 
 

 

 
 

Fig. 1. Meteorological observation stations (circles) and 
strawberry phenological observation locations (triangles). 
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State Plant Protection Service (for locations of straw-
berry fields see Fig. 1). Observations by the State Plant 
Protection Service are carried out on a semiregular basis – 
fields are occasionally examined and the development 
stage is recorded, but some might be missed. The data 
were already classified using the BBCH (Biologische 
Bundesanstalt, Bundessortenamt und Chemische Industrie) 
scale (Bleiholder et al. 2001). It is used for the unified 
classification of similar phenological stages of different 
plants. The code for each stage consists of two digits 
denoting the principal and the secondary growth stage, 
respectively. Descriptions of the growth stages given 
below are taken from Bleiholder et al. (2001). 

Three groups of observations were selected and  
used in this study, with some phenological stages being 
grouped together: 
1. Calendar date of bloom. Observations of the following 

two BBCH stages were grouped together with the 
second being used if the first was unavailable: 
 full flowering: secondary and tertiary flowers 

open, first petals falling (stage 65); 
 beginning of flowering: about 10% of flowers 

open (stage 61). 
2. Calendar date of the first harvest or the first fruits 

using only observations where the corresponding 
bloom date was also available. Observations of  
the following two BBCH stages were grouped 
together with the second being used if the first was 
unavailable: 
 main harvest: more fruits coloured (stage 87); 
 first fruits have cultivar-specific colour (stage 85). 

3. Calendar date of the second harvest or the second 
fruits, using only observations where the corresponding 
bloom and first fruit data were available. Only one 
BBCH stage was used for this group: 
 second harvest: more fruits coloured (stage 89). 
The total number of observations is shown in Table 1. 

 

Regional Climate Model data 
 
The source of the RCM ensemble data is the 
ENSEMBLES project (van der Linden & Mitchell 
2009). Only members that had full time coverage over 
the period 1951–2099 were used (15 models, A1B 
 

Table 1. The number of phenological observations by type. 
The columns (a) and (b) correspond to the first and the second 
choice of the BBCH stage 
 

Process a b Total 

Bloom 12 7 19 
First harvest 11 5 16 
Second harvest 13  13 

scenario; see Table 2 for the list of ensemble members). 
Continuous time series of daily minimum and maximum 
air temperature at 2 m were used for the GDD calculation. 
Before application, the time series for the years 1951–
2099 were bias-corrected by employing the method 
described in detail in Sennikovs & Bethers (2009), 
using daily meteorological observations for the control 
period 1961–1990 (locations shown in Fig. 2). The  
 

 

Table 2. List of the Regional Climate Model (RCM) ensemble 
members used (ENSEMBLES), showing the originating 
institution, the name of RCM, the driving General Circulation 
Model (GCM) and the grid size. For explanation of 
abbreviations see van der Linden & Mitchell (2009) 
 

Institute RCM GCM Resolution
(km) 

C4I C4IRCA3 HadCM3Q16 25 
ETHZ CLM HadCM3Q0 25 
METO-HC HadRM3Q0 HadCM3Q0 25 
METO-HC HadRM3Q16 HadCM3Q16 25 
METO-HC HadRM3Q3 HadCM3Q3 25 
DMI HIRHAM5 ECHAM5-r3 25 
DMI HIRHAM5 ARPEGE 25 
KNMI RACMO2 ECHAM5-r3 25 
KNMI RACMO2 ECHAM5-r3 50 
KNMI RACMO2 ECHAM5-r2 50 
ICTP REGCM3 ECHAM5-r3 25 
MPI REMO ECHAM5-r3 25 
CNRM RM 5.1 ARPEGE 25 
SMHI SMHIRCA ECHAM5-r3 25 
SMHI SMHIRCA HadCM3Q3 25 

 
 

 
 

Fig. 2. Locations of meteorological stations used for bias 
correction of the RCM. 



L. Bethere et al.: Impact of climate change on strawberry phenology  

 51

method uses quantile mapping and the cumulative 
distribution function is calculated for each day of the 
year using both the data for five days before and after 
the day of interest (11 days in total). 

 
 

Methods 
 
The method of the GDD calculation depends on the  
type of available data. In this study the meteorological 
observations have hourly data, but for RCM results  
only daily values (mean, minimum and maximum) are 
available. This limits the available approaches if the 
same methodology is to be applied to both datasets. The 
calculation is straightforward from the hourly temperature 
data, but the daily average or minimum and maximum 
temperature can be used by making assumptions about 
the daily cycle (Baskerville & Emin 1969; Allen 1976; 
Johnson & Fitzpatrick 1977; Parton & Logan 1981; 
Cesaraccio et al. 2001). A comparison of different 
methods shows that even though the hourly approach is 
the most precise and is required in specific cases, using 
minimum and maximum temperature for approximating 
the diurnal cycle leads to reasonably good results 
(Reicosky et al. 1989). In addition, different sine wave 
methods or triangle methods using the minimum and 
maximum temperature are both simple and superior 
over the more basic approximations of the diurnal cycle 
using the average temperature (Roltsch et al. 1999; 
Cesaraccio et al. 2001), also in the climate in the Baltic 
Sea region (Kalvāns et al. 2014). 

Vegetation models for perennial plants can include 
dormancy release that is based on the accumulation  
of chilling units similar to GDD but accounting for 
temperatures below a specified base temperature. How-
ever, it is suggested that methods with chilling require-
ments are not universally better due to the increased 
number of parameters that lead to over-calibration  
and result in poor performance with a test data set 
(Linkosalo et al. 2008; Richardson & O’Keefe 2009;  
Fu et al. 2012). 
 
Daily temperature cycle and GDD sum 
 
To estimate the diurnal cycle from the daily minimum 
and maximum temperature observations for GDD 
calculations, we used a method by Cesaraccio et al. 
(2001). This method was employed both to calculate the 
GDD values from observation data for the estimation of 
parameters for the strawberry phenology model and also 
to model the timing of strawberry phenological phases 
from the RCM temperature data. 

First, it is assumed that the minimum temperature 

nT  occurs at the time of sunrise nH  and the maximum 

temperature xT  is reached at the time ,xH  four hours 
before sunset 0:H  

 

0 4.xH H                               (1) 
 

The diurnal cycle in this model consists of three parts. 
Two different sine functions describe temperature 

from the time of sunrise nH  to ,xH  and from xH  to 
the time of sunset 0.H  Nighttime temperature until the 
next sunrise pH  (with the corresponding minimum 
temperature for the next day )pT  is described by a 
square-root function. Daily sunrise and sunset times 
were calculated for each location using a method by 
Teets (2003). 

The temperature 0T  at the sunset time 0H  is 
calculated by the formula 

 

0 ( ),x x pT T c T T                           (2) 

 
where the parameter c  is equal to 0.39. 

The hourly temperature ( )T t  is calculated using the 
expressions 
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Here t  is the local time, and ,  R  and b  are calculated 
as follows: 
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An example of this approximation of the diurnal 

cycle ( )T t  is shown in Fig. 3. 
The amount of GDD for each day was calculated as 

the area between the diurnal temperature cycle and the 
base temperature baseT  and converted from hours to 
days (see Fig. 3): 

 

dailyGDD ( 1 2 3) 24.I I I                    (7) 
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The area of each segment 1,I  2I  and 3I  was 
calculated using the integral of (3) for the part of the 
diurnal temperature cycle that is above the base tem-
perature. When the hourly temperature is below the base 
temperature, the GDD value is zero. 

Methodologies of GDD calculation often include an 
upper threshold at which the rate of plant development 
begins to decrease (Allen 1976; Wilson & Barnett 1983). 
However, this approach does not necessarily increase 
the accuracy of the model (Baskerville & Emin 1969; 
Wilson & Barnett 1983), and therefore it was decided 
that the upper threshold is not necessary for the cool 
climate of the Baltic countries. 
 
Base temperature and total GDD sum estimation 
 
The iteration method has shown good results in 
estimating the base temperature and the required 
cumulative sum of GDD from field observations 
(Snyder et al. 1999). 

To account for the non-uniform response to 
temperature during different plant growth stages and 
varying base temperatures that are mentioned as 
possible issues with regard to the GDD methodology 
(Wang 1960; Bonhomme 2000), strawberry bloom, the 
first harvest and the second harvest were considered 
separately, with three different sets of base temperature 
and cumulative GDD sum. The GDD values for bloom 
for each year and location were summed from the 1st of 
January. For the first harvest this summation is carried 
out from the date of bloom observation and for the 
second harvest from the observation of the first fruits. 

The iteration process through different base tem-
peratures and GDD sums was carried out for minimum 
and maximum temperature observations with the aim of 
minimizing the root-mean-square-error (RMSE): 

 
2

1
( )

RMSE ,
n

i ii
c o

n
 




                     (8) 

where ic  – calculated day of the year for a specific 
event, io  – observed day of the year for a specific 
event, n  – number of observations. 

The iteration procedure for each phenological event 
is carried out for a range of base temperatures until the 
combination of the base temperature and GDD sum that 
gives the smallest overall RMSE for a specific pheno-
logical event is found. The acquired base temperature 
and GDD sum values as well as the minimum RMSE 
in calendar days and the number of observations can 
be seen in Table 3. 

The RMSE values in Table 3 can be interpreted as 
the average error in calendar days between the observed 
and modelled days of the phenological event. The 
aforementioned methodology of field observations 
(ambiguity in the definition of the first harvest) can also 
contribute to the RMSE – the day of observations does 
not necessarily represent the first day of the pheno-
logical event, instead it shows a day when the event was 
present. This could introduce a positive bias – the model 
showing the events after they have actually taken place. 
It can be noted that RMSE values are not larger than the 
duration of the corresponding phenological process (e.g. 
the period when the first berries are produced). 

 
Use of RCM data 
 
The bias-corrected ensemble of the RCM time series 
was used for two separate but similar sets of calculations 
to analyse the change in the timing of phenological 
processes over time. In the first case calculations were 
 

Table 3. Calculated optimal base temperature (Tbase) and GDD 
sum values 
 

Process Tbase 
(°C) 

GDD 
sum 

Number of 
observations 

RMSE
(days) 

Bloom 0 586 19 4.3 
First harvest 6 284 16 7.3 
Second harvest 10 95 13 2.2 

 

 
 

Fig. 3. Sample diurnal temperature cycle 
and GDD calculation, adapted from
Cesaraccio et al. (2001). 



L. Bethere et al.: Impact of climate change on strawberry phenology  

 53

done for three 30-year periods (Figs 4–6) for each 
observation station (Fig. 2). In the second case a number 
of locations were chosen (Fig. 7) for further analysis 
and time series of the timing of the phenological event 
with a step of 10 years were calculated (Figs 8, 9).  
In these time series a time moment corresponds to the 
middle point of a 30-year calculation period (e.g. year 
2015 corresponds to the period 2001–2030). 

Calculations corresponding to each 30-year period 
for each location and phenological process were carried 
out using the following steps: 
1. for a member of the RCM ensemble, for each of  

the 30 years in the required interval and for each 

location the day of the occurrence of the pheno-
logical process (the bloom, first harvest and second 
harvest) was calculated; 

2. the 30-year mean was calculated; 
3. steps 1 and 2 were performed for all models (15 in 

total); 
4. the median was calculated from 15 acquired values 

and further used as the estimation of the pheno-
logical process for the required location and 30-year 
period; 

5. in addition, the 20th and 80th percentiles from the 
acquired 15 values were calculated for additional 
time series analysis (Fig. 9). 

 

 

Fig. 4. Timing of strawberry development, weeks of the year, past climate (1951–1980). White dots show the locations of stations
used for RCM data bias correction. 

 

 

Fig. 5. Timing of strawberry development, weeks of the year, present climate (2001–2030). White dots show the locations of
stations used for RCM data bias correction. 
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Fig. 7. Stations representing coastal or inland climate, used in 
further analysis. 

 
 
RESULTS  AND  DISCUSSION 

Overview 
 
The timing of strawberry phenological processes in the 
past (1951–1980), present (2001–2030) and future 
(2070–2099) was calculated for a number of station 
locations (Fig. 2) and interpolated over the Baltic states 
(see Figs 4–6) using kriging interpolation. 

All events first take place in the south of Lithuania 
and then the front of blooming strawberries or ripe  
fruit (terminology borrowed from meteorology) moves 
northwards, covering 200–300 km a week. In Latvia and 
Estonia the difference between the north and the south 
is strongly modified by the Baltic Sea. 

The bloom in the present climate typically takes 
place between the middle of May and the middle of 
June (weeks 20–24), while in the past it happened a 
week or two later (weeks 21–26). In the future bloom 
events may be expected as early as the end of April 
(weeks 18–22). 

The first fruits in the present climate appear from the 
middle of June until the middle of July (weeks 24–29). 
In the past this period was later (weeks 25–31). In the 
future this event may take place two weeks earlier, 
starting at the end of May (weeks 22–26) and the 
difference in timing between northern and southern 
regions is expected to decrease. 

Similar conclusions can be drawn about the second 
harvest that happens from the end of June to the end of 
July in present climate (weeks 26–31), but will take 
place in June and the beginning of July in all Baltic 
States (weeks 24–28). 

The results for the present climate in Latvia are 
consistent with the published literature that describes 
blossoming starting at the end of May and harvesting – 
at the end of June (Laugale 2000). 

To correctly interpret the results in coastal areas, one 
must consider the locations of the observation stations 
that have provided data for bias correction and are the 

 

 

Fig. 6. Timing of strawberry development, weeks of the year, future climate (2070–2099). White dots show the locations of
stations used for RCM data bias correction. 
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source for spatial interpolation. It is possible that the 
stations lying very close to the coastline represent a 
narrower zone of transition between the water body and 
land than is reflected in the interpolation. Therefore, 
results for the Estonian archipelago, where only coastal 
stations are available, should be interpreted with caution. 

Although the Baltic States are comparatively flat 
(the highest elevation about 318 m) and small-scale 
regional differences are influenced by station location, 
some features of the spatial distribution inland may  
be explained by orography. Typically the strawberries 
arrive later in uplands as opposed to lowlands or plains. 
It can be observed by comparing results for the 
Vidzeme upland (eastern Latvia) with the Zemgale plains 
(central Latvia). 

The changes are markedly different between inland 
and coastal regions. In the past and present phenological 
processes happen later in the coastal areas than in the 
inland regions, in the future, however, the difference 

will diminish or in some cases the order will be 
reversed. To analyse this phenomenon, some locations 
were investigated further. 
 
Time  series  in  inland  and  coastal  locations 
 
Six locations were selected for further analysis (see 
Fig. 7). Liepaja, Kunda, Virtsu and Riga represent coastal 
climate, Daugavpils and Lazdijai – inland. 

The time series of phenological processes for these 
locations are shown in Figs 8 and 9. Values for each 
year were calculated as the ensemble median and the 
30-year central running average with a step of 10 years. 
Figure 8 presents the comparison between different 
locations for each phenological process. Figure 9 shows 
more distinctly the change in phenological processes for 
three representative locations (from Estonia, Latvia and 
Lithuania) with the addition of percentiles demonstrating 
the ensemble spread for each location. 

3 

 

Fig. 8. Comparison of time series between locations shown in Fig. 7 for each phenological process. Lines show ensemble median.
 

 

 

Fig. 9. Ensemble spread in the timing of strawberry phenological processes; lines show median values and grey areas show the
interval between the 20th and 80th percentiles. 
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In all cases the change in the timing of phenological 
processes in the 21st century is mostly linear and similar 
for blooming, the first harvest and the second harvest. 
The calculated slopes of linear trends for the whole 
period in days per decade are shown in Table 4. 

With the exception of Virtsu and Liepaja, these 
slopes of linear trends are comparable to those calculated 
for tree blossoming from past observations for 1961–
2000 in Germany, where the respective values are – 2.0 
and – 2.2 (Chmielewski et al. 2004). However, results 
for Estonia for the years 1919–1996 (Ahas 1999)  
show slightly lower trend values of – 0.5 to – 1.7 days 
per decade. 

Coastal locations have the largest change in bloom 
times that in some cases lead to reversal in bloom order 
with respect to the inland points. Let us compare 
Lazdijai, Daugavpils, Riga and Liepaja. In the past the 
bloom occurred earlier in inland locations (Lazdijai, 
Daugavpils). Then, around 2030 (corresponds to the 
climatic time slice 2016–2045), the bloom in three of 
these locations will happen simultaneously. By the end 
of the century the order will be reversed – in coastal 
Liepaja the bloom will happen first, even before more 
southern Lazdijai, and, similarly, Riga will precede 
Daugavpils. 

In the previous century the timing of bloom in Virtsu 
was similar to timing in Kunda. However, at the end  
of this century it will be closer to inland Daugavpils, 
despite Virtsu lying significantly further north. 

Similar conclusions can be drawn for the first and 
the second harvest. In the past harvest happened at slightly 
different times in each of the locations. However, the 
differences in harvest times decrease towards the end of 
the century. A grouping of events can be observed for 
locations in each of the Baltic countries, showing that in 
the future the latitude will be more important than the 
distance to the sea. 

These results may be related to the circumstance that 
the RCM results for temperature obtained by the 
ENSEMBLES project have shown larger increase in 
temperature over the body of the Baltic Sea than over 
the adjacent land areas. This has to be considered in the 
context of the fact that typically formulations of RCM  
 

 

Table 4. Slopes of linear trends in phenological event timing, 
days per decade 
 

Location Bloom First harvest Second harvest 

Virtsu – 2.9 – 2.9 – 3.4 
Kunda – 2.0 – 2.4 – 2.8 
Riga – 2.4 – 2.3 – 2.7 
Liepaja – 3.0 – 2.8 – 3.1 
Daugavpils – 1.9 – 1.9 – 2.2 
Lazdijai – 1.9 – 1.8 – 2.0 

include only the atmosphere component with boundary 
conditions for sea surface temperature being pre-
scribed directly by the forcing GCM of low resolution 
(Christensen et al. 2015). It has been shown that the 
inclusion of the ocean component in the regional climate 
system modifies the projected change (Meier et al. 2011), 
but better understanding is still needed. 

The ensemble spread is similar for all three pheno-
logical processes, but larger in northern and smaller in 
southern locations. The temperature spread in RCM  
is similar in all regions and the interpretation requires 
consideration of the whole model chain. Effectively, the 
spread of daily temperature is first translated into the 
spread of daily GDD values, then daily GDD values are 
summed to acquire cumulative GDD values and their 
spread is finally translated into a spread in calendar 
days. Analysis suggests that the spread in cumulative 
GDD values is similar in all locations, but the lower 
amount of daily GDD in northern locations at the time 
of the phenological event leads to a larger spread when 
the calendar days are calculated. 
 
 
CONCLUSIONS 
 
Calculations combining the temperature time series 
from RCM ensemble and the GDD-based phenological 
model show the following results: 
– Advancement of the timing of strawberry pheno-

logical processes both from the past to present and 
from the present to future. These results largely 
agree with the existing literature concerning generally 
earlier onset of the growing season. 

– The regional differences between northern and 
southern or coastal and inland regions will decrease 
in the future; it is possible that events which 
nowadays occur earlier inland will occur first in 
coastal regions by the end of the century. Also 
different impact on the timing of strawberry pheno-
logical processes can be observed in relatively close 
geographical locations. 

– The uncertainty of the time occurrence of the pheno-
logical event is higher in the northern locations. The 
results for coastal regions should be interpreted 
cautiously, taking account of the fact that warming 
over the Baltic Sea may be overestimated in regional 
climate models. 
The methodology used in this study can be directly 

applied to other crop types and the need for datasets 
useful in adaptation and mitigation strategy could lead 
to further application of RCMs to calculate more indices 
relevant to agriculture. 

This study has a number of limitations. First,  
the results far from phenological observation stations 
(Fig. 1) should be interpreted with caution. Second, the 
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phenological model is temperature-based, therefore the 
clarified influence of the photoperiod could alter the 
validity of results. 

The climate change impact on crop yields is of great 
interest although it falls outside the scope of this study. 
Late frosts damage the strawberries (Laugale 2000)  
and paradoxically climate change leading to earlier 
phenological events can also mean increased exposure 
to frosts (Inouye 2008). Thus, the changes in crop 
production require further investigation, especially due 
to the influence of irrigation on crop yields. 
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Kliimamuutuse  mõju  aedmaasika  fenoloogiliste  faaside  saabumisele  Baltimaades 

 
Līga Bethere, Tija Sīle, Juris Seņņikovs ja Uldis Bethers 

 
Kliima muutumine on avaldanud märgatavat mõju nii põllumajandusele kui ka taimede fenoloogilisele arengule. 
Käesolevas uuringus on kindlaks tehtud, kuidas kliima teisenedes Baltimaades muutuksid aedmaasika õitsemise ja 
valmimise ajad. Kliima muutumise võimalikud stsenaariumid on saadud regionaalsete kliimamudelite abil. Aedmaasika 
fenoloogiline mudel põhineb efektiivsete temperatuuride summadel. Mudeli parameetrid määrati fenoloogiliste ja 
meteoroloogiliste vaatlusandmete abil, mis saadi Lätist aastatel 2010–2013. Projekti ENSEMBLES raames välja-
töötatud regionaalsete kliimamudelite tulemusi kasutati fenoloogilise mudeli sisendiks. Mudeli abil arvutati välja 
aedmaasika fenoloogiliste faaside saabumisajad perioodil 1951–2099. Tulemused näitasid selgelt, et kliima sooje-
nemise korral tulevikus nihkuvad aedmaasika fenoloogilised faasid varasemaks. Erinevused ranniku- ja sisemaa-alade 
vahel peaksid järk-järgult vähenema. 


